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There are many aspects of  morality that are puzzling. Perhaps the most puzzling 
is that it often requires us to act in ways that are contrary to our self-interest. 
We may fi nd ourselves wanting something, but feeling that morality prohibits us 
from doing what is necessary to obtain it. Morality therefore presents itself  to us 
in the form of  a duty to refrain from the pursuit of  individual advantage, or to use 
the more technical term, in the form of  a deontic constraint. It is not diffi cult to see 
how this aspect of  morality could come to seem paradoxical. What is our “self-
interest,” if  not the set of  goals that we have good reason to pursue? And if  our 
self-interest is the set of  goals that we have good reason to pursue, then any con-
straint on the pursuit of  self-interest would seem to be, by defi nition, irrational.

These sorts of  considerations have led many philosophers to deny the phe-
nomenon, and to suggest that any confl ict between morality and self-interest 
must be merely apparent. After all, it is not just morality that presents itself  
to us with the appearance of  a constraint. We also fi nd ourselves subject to 
prudential constraints in our practical deliberations. There is often something 
that we would like to do, but feel that we should restrain ourselves from doing 
because of  the long-term consequences of  the act. In this case, it seems clear 
that while “prudence” seems to express itself  as a constraint on the pursuit of  
self-interest, this is merely an appearance. The illusion is dissolved as soon as 
one sees that the confl ict is not really between a prudential constraint and self-
interest, but merely between one’s short-term interests and one’s long-term 
interests. Prudence therefore turns out to be not really a constraint, but rather 
an expression of  one’s self-interest, correctly understood.

Many philosophers have felt that moral constraints, insofar as they are jus-
tifi able, must have an analogous structure. Morality often expresses itself  as a 
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4 Introduction

duty to perform an action that advances the interests of  another, to the detri-
ment of  one’s own. However, moral actions usually do not occur in isolation, but 
rather as part of  a generalized system of  reciprocity (one that stands at the core 
of  the social order in every human society). This system of  reciprocity generates 
benefi ts for everyone involved (benefi ts that include many intangibles, such as 
freedom from worry about certain depredations). If  compliance with one’s own 
duties represents the price of  admission into this generalized system of  reciproc-
ity, then it seems clear that respecting moral constraints also generates benefi ts. 
The primary difference between morality and prudence is simply that, in the lat-
ter case, the long-term benefi ts are secured through one’s own agency, whereas 
in the former case, they are mediated through the agency of  another, namely, 
the person whose reciprocity is secured thanks to one’s compliance with the 
moral law.

Thus moral philosophers have labored long and hard to show that morality 
is also a component of  self-interest, correctly understood. Such an argument, 
were it to be carried through successfully, would not only solve one of  the central 
puzzles in our understanding of  morality but would also constitute a decisive 
refutation of  moral skepticism, since it would provide a reason for acting mor-
ally that, in principle, any rational person should be obliged to acknowledge. 
Unfortunately, no one has ever been able to develop this argument in a thor-
oughly convincing way. When the idea is sketched out at a high level of  abstrac-
tion, it seems enormously plausible. Certainly it cannot be a coincidence that, on 
the one hand, people feel obliged to respect moral obligations, and on the other 
hand, very signifi cant cooperative benefi ts are realized when everyone respects 
such obligations. But whenever anyone has tried to work out the details in a rig-
orous manner—to show how you get from one hand to the other—the argument 
always seems to require some philosophical prestidigitation at a key point.

Furthermore, no matter how ingenious the argumentation strategy, the 
phenomenology of  moral life remains stubbornly resistant to this sort of  reduc-
tion. Many people fi nd Immanuel Kant’s analysis of  common-sense morality, in 
the fi rst part of  the Foundations of  the Metaphysic of  Morals, intuitively correct.1

Morality imposes duties, in the form of  actions that must be performed for their 
own sake, and not for the sake of  some anticipated reward. If  morality were 
just some indirect way of  advancing one’s personal interests, then it wouldn’t 
really be morality any more. Thus the phenomenology of  moral life—the way 
that moral obligations are experienced by the individual, at the point of  action—
remains resolutely deontic. And yet if  one takes this phenomenology seriously, 
then the puzzle about deontic constraint imposes itself  with renewed force: How 
is it possible that, even though it may not be in one’s interest to act morally, it is 
still rational to do so?

Much as this may seem like a timeless and eternal question, there have been 
a number of  recent theoretical developments that promise to make it more trac-
table. The term “self-interest” has always tended to be vague. It is possible to offer 
a much sharper characterization of  the phenomenon of  deontic constraint by 
distinguishing a concern over the character of  an action from a concern over 
its consequences. When Kant distinguished a categorical imperative (“do x”) from 
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a hypothetical imperative (“if  you want y, do x”), what he set up in effect was 
an opposition between actions valued for their own sake, or for their intrinsic 
properties, and actions valued for their consequences. The value of  an action 
that is valued for the sake of  its consequences is contingent upon those very con-
sequences. The value of  an action that is valued for its own sake is independent 
of  its consequences. The fact that morality is a system of  deontic constraint is 
refl ected, according to Kant, in the fact that moral value is of  the latter type.

Thus one way to approach the puzzle of  deontic constraint is to ask whether 
rational action necessarily has a consequentialist structure, or whether it can 
incorporate nonconsequential considerations. This is another way of  asking 
whether an instrumental conception of  practical rationality—one that maintains 
that actions are valued only as means to the attainment of  certain valued ends—
is correct. When formulated this way, the puzzle about deontic constraint comes 
to be seen as just a special instance of  a more general puzzle about the rational 
basis of  rule-following behavior. Economists, for example, have long observed 
(and have sometimes even been troubled by the fact) that people are not nearly 
as responsive to incentives as a strictly instrumental theory of  rational action 
would lead one to anticipate. In experimental games, people tend to engage in 
spontaneously cooperative behavior even when the incentives have been care-
fully aligned to promote failures of  cooperation.2 Some of  this can be written off  
as irrationality. But with irrational conduct, people often correct themselves as 
soon as the error is pointed out to them. Much of  the behavior that has troubled 
economists (and more lately, game theorists) remains stubbornly resistant to 
any attempt at correction. People seem to have a good idea what they are doing, 
and why they are doing it; yet so far the structure of  their reasoning has eluded 
all attempts at formal reconstruction.

The advantage of  resituating the puzzle of  deontic constraint within this 
broader sociotheoretic context is that, while many philosophers still use the 
imprecise vocabulary of  “means” and “ends” to discuss consequentialism and 
instrumental rationality—a vocabulary that has scarcely changed since Kant—
the debate among social theorists and economists is structured around a sig-
nifi cantly more sophisticated articulation of  the instrumental conception of  
rationality, namely, Bayesian decision and game theory (often referred to jointly 
as “rational choice theory”). This particular model of  rational action was devel-
oped in order to update the instrumental conception of  rationality in order to 
incorporate insights arising from the development of  probability theory in the 
nineteenth century. The incorporation of  probabilistic elements is fl agged by the 
transition from talk about promoting one’s ends to talk about maximizing one’s 
expected utility.

Seen from this perspective, the type of  deontic constraint that Kant took to be 
a feature of  moral action has some interesting characteristics. Most important, 
because the value of  an action is taken to be independent of  its consequences, the 
associated reason for action is one that can be applied without engaging in any 
sort of  probabilistic reasoning. Furthermore, in a social context, this means that 
such a reason for action is one that can be applied without engaging in any strat-
egic reasoning. Given the insoluble regress of  anticipations that develops in many 
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social interactions involving interdependent choice, this may turn out to be a very 
interesting and important characteristic of  deontic constraints. Unfortunately, 
this has been overlooked in much of  the philosophical discussion, largely due to 
the ongoing prevalence of  the antiquated vocabulary of  “means” and “ends.” 
Indeed, the inadequacy of  this vocabulary has been one of  the major forces push-
ing philosophers to reformulate the issue of  deontic constraint in terms of  the 
distinction between “agent-relative” and “agent-neutral” reasons for action.3

I intend to avoid such a reformulation here. When discussing the structure of  
practical rationality, it makes more sense to start with rational choice theory, pre-
cisely because it is the only model that builds in probabilistic reasoning on the 
ground fl oor. Within such a framework, there are a variety of  quite respectable 
ways of  preserving the folk-psychological distinction between actions and their 
consequences.

Unfortunately, many theorists (philosophers and social scientists) have been 
misled into believing that the technical apparatus of  rational choice theory, 
introduced in order to handle the complications of  probabilistic reasoning, is 
also one that prohibits the introduction of  nonconsequential considerations into 
the agent’s practical deliberations. In other words, it is sometimes thought that 
decision theorists are necessarily committed to consequentialism, or that con-
sequentialism is simply the expression of  Bayesian reasoning, when applied to 
practical affairs. Deontic constraint, or rule-following behavior, according to this 
view, is either not mathematically tractable, or else violates some elementary 
canon of  logical consistency. Thus a commitment to rational choice theory, or to 
the view that agents seek to maximize their expected utility, is widely regarded as 
entailing a commitment to an instrumental conception of  rationality.4

My fi rst major task, in the argument that follows, is to show that there is no 
such entailment. There is absolutely no reason that a rational choice theorist can-
not incorporate deontic constraints—or any other type of  rule-following behav-
ior—into a formal model of  rational action as utility-maximization (although, 
in so doing, it would perhaps be prudent to shift away from the vocabulary of  
utility-maximization toward that of  value-maximization, given the close connec-
tion in many people’s minds between utility theory and consequentialism). The 
commitment to consequentialism on the part of  many rational choice theorists 
is the result of  a straightforward oversight that arose in the transition from deci-
sion theory (which deals with rational choice in nonsocial contexts) to game 
theory (which deals with social interaction). Early decision theorists adopted a 
consequentialist vocabulary, but did so in a way that made consequentialism 
trivially true, and thus theoretically innocuous. Leonard Savage, for instance, 
in his canonical development of  decision theory, defi ned an action as simply “a 
function attaching a consequence to each state of  the world.”5 It follows quite 
immediately that the value of  an action will depend entirely on the value of  its 
consequences. When game theorists came along, however, and began to extend 
decision-theoretic models in order to handle social interaction problems, they 
began to treat actions as events, often ones that could be observed by other play-
ers (in sequential move games). In so doing, they inadvertently picked up the 
largely innocuous use of  consequentialist vocabulary among decision theorists 
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and transformed it into a substantive commitment to consequentialism as a the-
sis about human rationality. This move was always unmotivated. It persisted for 
so long only because it went largely undetected.6

As a result, many rational choice theorists have wasted an inordinate 
amount of  time defending the instrumental conception of  rationality, under 
the mistaken belief  that doing so was necessary in order to defend a rational-
ity-based approach to the analysis of  social action. My goal in the fi rst three 
chapters will be to describe the problems that this approach has created for 
proponents of  the instrumental conception of  rationality, and show how the 
“rational choice” model can be modifi ed in order to incorporate deontic con-
straints and rule-following behavior without compromising mathematical 
tractability, or the standard analysis of  probabilistic reasoning.

At fi rst glance, a model of  rational action that incorporates rule-following (as 
a sui generis element, not an indirect strategy) would appear to go some distance 
toward showing that it can be rational to respect deontic constraints. But in fact, 
all it does is eliminate some of  the bad reasons that theorists have had for think-
ing that a model of  rational action necessarily precludes deontic constraints. It 
does not do much to establish the positive thesis, because of  the extraordinarily 
permissive attitude that decision theorists have traditionally taken toward the 
content of  an agent’s intentional states. In the traditional analysis, there are two 
types of  intentional states relevant to the agent’s decision: beliefs and preferences. 
Rational choice theorists generally prefer to remain agnostic about the source of  
the content of  these states, choosing instead to “treat preferences as given” and to 
regard beliefs as subjective probabilities. The result, of  course, is that a complete 
madman could turn out to exhibit perfect practical rationality, so long as he was 
able to hook up his delusional beliefs up with his demented preferences in a way 
that promoted the maximum probability-weighted satisfaction of  the latter.

Although the distinction between practical rationality and other forms is quite 
important, the resulting conception of  practical rationality fails to correspond 
very closely to our everyday use of  the term “rational.” So even though it is an 
uphill battle, in the end it is not much of  a triumph to show that rule-following 
can be “rational” in this narrow, practical sense of  the term. It does not exclude 
the possibility that respecting deontic constraints may be “rational” in the same 
narrow sense in which it may be rational for someone with an obsessive compul-
sive disorder to wash her hands for several hours a day. Since I am inclined to put 
rules on the “preference” rather than the “belief ” side of  the preference-belief  
distinction, what really needs to be shown is that the preference through which 
an agent’s commitment to a rule is expressed may also be rational. In order to do 
so, it is necessary to challenge the prevailing noncognitivism about preferences, 
or the view that desires are somewhat less susceptible to rational reevaluation 
than beliefs. This involves a lot more work, and raises a number of  more pro-
found philosophical questions. In the case of  practical rationality, even though 
there is no consensus, there is at least a single, reasonably precise model that 
has served as a focal point for discussion and debate. When it comes to beliefs 
and preferences, on the other hand, the philosophical discussion is marked by 
profound disagreement, and there is nothing like a focal model.
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In such a fi eld, the chances of  making a decisive argument are negligible. As 
a result, my goal in the remainder of  the book is not so much to demonstrate the 
rationality of  deontic constraints as it is to point the fl y in the general direction of  
the exit from the bottle. More specifi cally, my goal is to take what I consider to be 
some of  the best thinking done in the past couple of  decades in epistemology and 
philosophy of  language, and show how it “fi ts” with some of  the most important 
work being done in evolutionary theory, in order to reveal the deep internal con-
nection between rationality and rule-following. One of  the major forces aiding 
and abetting the noncognitive conception of  preference, for well over three cen-
turies, has been a commitment to representationalism in the philosophy of  mind 
(i.e., the view that “representation” constitutes a central explanatory concept 
when it comes to understanding the contentfulness of  our mental states). What 
theorists of  this persuasion have been trying to do, in a sense, is take a concept 
that was tailor-made for the explanation of  belief  and extend it to provide an 
explanation of  human action. It is this strategy, I will argue, that has generated 
the puzzles about the rationality of  rule-following.

The alternative strategy, which has recently been developed with consider-
able sophistication by pragmatist theorists like Robert Brandom, is to start with 
a set of  concepts that are tailor-made for the explanation of  human action, and 
then extend these to explain belief  and representation.7 This is based on the 
plausible intuition that human action in the world is more fundamental than 
human thought about the world. Proponents of  the instrumental conception of  
rationality have typically presupposed contentful intentional states, then gone on 
to work up an account of  rational action. The results are unsatisfactory, because 
the explanatory strategy is based on a precise inversion of  the correct order of  
dependence (both logical and developmental). In the second half  of  the book, 
I will try to show that a pragmatist strategy along the lines of  Brandom’s provides 
a far more persuasive understanding of  the nature of  intentional states than the 
type of  “psychologism” that has traditionally been assumed by rational choice 
theorists. Furthermore, I will try to show how this pragmatist strategy has the 
potential to dissolve a wide range of  traditional puzzles about practical rational-
ity—not only the mystery of  deontic constraint but also the traditional problem 
of  akrasia, or weakness of  the will.

At the same time, I hope to pay some acknowledgment to the fundamental 
consequentialist intuition, which is that there is something odd about following 
rules for their own sake. It is genuinely strange that we human beings insist on 
performing certain actions, and refuse to perform certain others, regardless of  
what actually happens as a result of  our choices. It is even stranger that morality 
often demands this of  us. Consequentialists do not err in drawing attention to 
this oddness; the problem arises only when they dismiss it as irrationality. I would 
like to stop short of  that, while nevertheless granting that there is an element of  
cosmic arbitrariness in this aspect of  our intentional planning. It is, I will argue, 
an artifact of  the evolutionary process that generated cultural dependence in the 
human species. However, unlike many products of  our evolutionary heritage, 
such as the fact that we have ten fi ngers, we cannot freely imagine things being 
otherwise. This is because the process that generated human culture- dependence 
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is also the process that led to the development of  language, and to the advanced 
forms of  cognition that this “language upgrade” supplied to our primate brains. 
Rationality itself  is a form of  rule-following, one that we internalize at least par-
tially from our cultural environment (and thus one that is not merely the expres-
sion of  some innate psychological endowment). So while there may be something 
odd about rule-following, this does not make it irrational. On the contrary, it 
merely serves to highlight one of  the odd things about rationality.

This analysis serves as the basis for my defense of  what I call “the transcenden-
tal necessity of  morality.” What I attempt to show is that the fact that we all fi nd 
deontic constraints binding, to a greater or lesser degree, in our practical delib-
erations, is a fact about our psychology that is, as they say in German, nichthin-
tergehbar. I recognize that transcendental arguments are regarded as somewhat 
exotic in contemporary philosophical circles. The proof  will be in the pudding, as 
they say, but for now I would merely like to note that a “transcendental” claim, in 
Kant’s sense of  the term, denotes the opposite of  a “metaphysical” claim. The need 
for a transcendental argumentation strategy, in my view, is essentially imposed by 
the willingness to understand practical rationality in its empirical context, taking 
into account the important facts known to us from the study of  human psych o-
logy, child development, sociological theory, and evolutionary biology.

Reading the philosophical literature, it has come to my attention that 
“Kantian evolutionary naturalism” is not a particularly well-represented posi-
tion in the debates over the foundations of  human morality. This is a defi ciency 
I hope to remedy. The basic Kantian claim, with respect to moral motivation, is 
that there is an internal connection between following the rules of  morality and 
being a rational agent. Even a cursory glance at the current state of  play in evo-
lutionary theory is enough to lend considerable prima facie plausibility to this 
hypothesis. There are a variety of  traits that set humans apart from our closest 
primate relatives. The “big four” are language, rationality, culture, and moral-
ity (or in more precise terms, “syntacticized language,” “domain-general intel-
ligence,” “cumulative cultural inheritance,” and “ultrasociality”). Yet the fossil 
record suggests that these differentia developed within a period of, at most, two 
to three hundred thousand years (which is, to put it in evolutionary terms, not
very long).8 The thought that each of  these might have evolved independently (as 
a separate cognitive “module,” for instance) is completely implausible. Not only 
are all four likely to be the product of  a single development, but the development 
in question is likely to have been more like a “tweak” to existing capacities than a 
brand-new mechanism. Thus morality is almost certainly part of  an evolution-
ary “package deal,” one that includes all of  our more prized cognitive abilities, 
such as planning for the future, developing scientifi c theories, doing mathemat-
ics, and so on. One can posit possible worlds in which these competencies are 
disaggregated, but such a world is not cognitively accessible to our own. Thus 
speculation about the “rational amoralist” is metaphysical, in the Kantian (i.e., 
pejorative) sense of  the term.

Three cautionary notes: The way that I contrast “deontic constraint” with 
“consequentialism” differs from the distinction more familiar to moral philos-
ophers between “deontological” and “consequentialist” moral theories. I am 
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interested in the way that morality imposes constraints on the pursuit of  self-
interest at an action-theoretic level. However, many moral philosophers also 
believe that morality imposes constraints on the pursuit of  the good. According 
to the terms of  this dispute, “consequentialists” are those who believe that, once 
the outcome has been identifi ed that is best from the moral point of  view, then 
the morally correct action is the one that best conduces to the attainment of  that 
outcome (according to whatever specifi cation of  practical rationality one might 
care to endorse). The “deontologist,” on the other hand, believes that even after 
the outcome that is best from the moral point of  view has been identifi ed, moral-
ity may still impose further constraints on the means that one may employ in 
order to achieve that outcome.9 Thus, while it would be better, from the moral 
point of  view, for a runaway trolley to crush one innocent bystander, rather than 
fi ve, that does not make it permissible to push someone under its wheels, so that 
it will grind to a halt before it hits the other fi ve.

This debate is, in principle, quite distinct from the one that serves as the focal 
point of  the discussion in this book. A rule-utilitarian, for example, believes that 
practical rationality incorporates genuine deontic constraints—agents must 
really follow “the rules” at the point of  decision, without regard for the conse-
quences. Consequential considerations come in only at a higher level, when it 
comes to justifying the rules. Here the rule-utilitarian believes that the only jus-
tifi able rules are ones that will promote the greatest happiness, when generally 
adhered to in a deontic fashion. Thus the rule-utilitarian rejects “deontology” as 
a theory of  moral justifi cation, but accepts deontic constraints as an essential 
element of  moral action. (The challenge is then to explain why the consequen-
tialism that prevails at the justifi catory level doesn’t bleed over into the delibera-
tions that occur at the point of  decision.)

Many people think such a theory is incoherent; I mention it only because it 
provides a helpful illustration of  the difference between the two levels at which 
deontic constraints may be imposed: at the action-theoretic level, as part of  the 
theory of  practical rationality, where “the rules” are simply taken as given, and 
at the justifi catory level, as part of  the theory of  norm-rationality, where “the 
rules” are subjected to further scrutiny. Kant endorsed “deontology” at both 
levels—he thought that allowing a categorical imperative to determine one’s 
maxim of  action was a perfectly rational way of  deciding what to do, and he 
also thought that the justifi cation for these categorical imperatives (in the plu-
ral), which we use in practical deliberation, would be through reference to the 
categorical imperative (in the singular). I would like to defend the rationality of  
deontic constraints at the level of  action, but am not committed to defending 
“deontology” as a theory of  justifi cation. Naturally, it may be easier to introduce 
“deontological” considerations at the justifi catory level once one has provided a 
vindication of  deontic constraints at the action-theoretic level, but that is not my 
goal in what follows.

Note also that I use the term “moral” in a very loose sense in this book, to refer 
to a very wide range of  obligations. There are principled reasons for this, but they 
will not emerge until the fi nal chapter. I do adhere to the increasingly standard 
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terminological distinction between “moral” and “ethical” questions, whereby 
“morality” refers to questions of  what is right and wrong, permissible and imper-
missible (i.e., normative judgments with a deontic form), whereas “ethics” refers 
to questions of  value, conceptions of  the good (or so-called axiological ques-
tions). Many moral philosophers, however, also use the term “moral” to refer 
only to some heavily idealized set of  normative judgments, which are presum-
ably timeless and eternal. They then draw an invidious contrast between what 
is moral and what people take to be moral, or what society tells us is moral. This 
way of  talking seems to me to beg a variety of  important philosophical questions. 
Furthermore, most of  the stock examples of  things that are taken to be timeless 
and eternal moral truths (racism is unjust, cruelty to cats is wrong, etc.) are both 
culture specifi c and of  comparatively recent invention. Thus my inclination is to 
use the term “moral” in a quasi-anaphoric sense, to refer to whatever it is that 
people themselves take (and have taken) to be moral. As a result, while I some-
times talk about “moral constraint” as a subspecies of  “deontic constraint,” this 
is not intended to designate any important difference in kind.

There is also an inclination among moral philosophers to draw a sharp dis-
tinction between “moral” and what are called “conventional” obligations, such 
as rules of  etiquette, or “social norms” more generally.10 I reject this distinc-
tion, not because I think morality is conventional, but rather because I follow 
Emile Durkheim in thinking that all social norms (or “conventions” in this way 
of  speaking) have an implicitly moral dimension. As Jürgen Habermas put it, 
when trying to understand social interaction “one has to take into account the 
fact that the normatively integrated fabric of  social relations is moral in and of  
itself. . . . The basic moral phenomenon is the binding force of  norms, which can 
be violated by acting subjects.”11

Another way of  putting it is to say that the most mysterious features of  
morality are also features of  social norms. We simply tend to ignore the mys-
terious aspects of  social norms, because we are more likely to take norms for 
granted, and less is at stake in their observance. Nevertheless, it is important to 
recognize that the theoretical problems that have beleaguered social theorists 
throughout the twentieth century—concerning the action-theoretic basis of  
norm-conformity—are structurally identical to the questions that have troubled 
philosophers since Socrates, concerning the motivational basis of  “justice,” or 
moral obligation. In my view, anyone capable of  providing a satisfactory answer 
to the question “Why do people obey social norms?” would do most, if  not all, of  
the work that is involved in answering the question “Why do people respect their 
moral obligations?”

So even though this book takes as its point of  departure the problem of  
morality, and of  moral motivation, what it tries to develop is a general theory of  
practical rationality, one that is able to represent following the rules (or norm-
conformity) as a species of  straightforwardly rational action. I happen to believe 
that solving these action-theoretic puzzles also solves several traditional puzzles 
of  moral philosophy, but I will not be insisting on that here. It is only the argu-
ments of  the fi nal chapter that are internally connected to this perspective.



One of  Thomas Hobbes’s great contributions to the Western philosophical 
tradition was his extremely disciplined articulation of  what we would now 
refer to as an instrumental conception of  practical rationality. His ambition, in 
Leviathan, was to establish a series of  political recommendations as a deductive 
consequence of  a set of  relatively parsimonious assumptions about human 
psychology and behavior. Thus he begins with a basic philosophy of  mind, 
generalizes this to produce a theory of  how each individual is inclined to act, 
and then derives a series of  conclusions about how a group of  individuals, so 
characterized, would interact with one another when given the opportunity. 
Because his overall approach is deductivist, he attempts to start with a set 
of  initial “axioms” that will be relatively uncontroversial, but still will have 
bite when it comes to deriving conclusions. In this respect, his argument is 
strikingly successful. He begins with a series of  psychological postulates that 
look quite innocuous, and yet ends up with his famous characterization of  life 
in the state of  nature as “solitary, poor, nasty, brutish and short.” And even 
though most people dispute his conclusions, few doubt that they follow from 
his premises.

Incredibly, the sort of  action theory that is currently considered to be “state of  
the art” among economists and many other social scientists—variously referred 
to as “rational choice theory,” “decision-theory” or “utility-maximization the-
ory”—is not substantially different from Hobbes’s. The only major changes were 
introduced in the early twentieth century in order to accommodate the develop-
ment of  probability theory. Unfortunately, these changes have also had the effect 
of  obscuring, to some degree, the underlying psychological assumptions of  the 
theory. This is unfortunate, because the theory derives much of  its plausibility 
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from the intuitively appealing character of  this underlying psychology. And this 
psychology can be discerned with great clarity in Hobbes’s presentation.

Hobbes starts out Leviathan by outlining what we can easily recognize as a 
representationalist theory of  cognition. Thoughts, he claims, are “every one a 
representation or appearance of  some quality, or other accident of  a body with-
out us, which is commonly called an object.”1 He then adds to this an empiri-
cist claim about how these representations are formed, namely, through causal 
interaction with the object in question. A “train of  thought” is then constructed 
by linking together a series of  such representations. Repeated exposure to par-
ticular sequences of  events leads us to associate certain thoughts more strongly 
with others; out of  this emerges the idea of  a causal ordering of  events. This 
in turn allows us either to explain a particular event (by following the associ-
ated chain regressively) or to predict its consequences (by following the chain 
progressively).

This constitutes Hobbes’s basic account of  what Kant would later call “theo-
retical rationality.” The way that Hobbes extends it to include practical delib-
eration is then quite straightforward. Unlike his predecessors, who conceived 
of  practical philosophy as involving a sometimes bewildering array of  virtues, 
vices, and other such substantive dispositions, Hobbes offers a much simpler 
framework. When considering a possible state of  affairs, he suggests, we are 
beset by one of  three passions: attraction (we are drawn toward it), aversion 
(we are driven “fromward”), or contempt (we are indifferent).2 Practical delib-
eration therefore involves considering some action and thinking through the 
chain of  future consequences. The attraction or aversion that one feels toward 
these imagined consequences is then communicated back through the chain of  
associations, so that one begins to feel either attracted or averse to the action. 
Choosing an action will then involve simply selecting the one that is most attrac-
tive, or the least aversive.

In order to show that there is nothing more to it, Hobbes goes on to argue 
that all of  the traditional virtues and emotions—the distinct qualities that were 
normally thought to be associated with actions—can be reduced to some com-
bination of  one of  these basic attitudes with a belief.3 Thus, in Hobbes’s view, all 
of  the work done by reason in practical contexts involves fi guring out the causal 
chains that will connect up actions with outcomes (in effect, “channeling” our 
desires toward particular actions). Reason has no specifi cally practical func-
tion, other than establishing such connections. In particular, reason is not at 
all involved in the determination of  the magnitude or polarity of  our feelings of  
attraction or aversion. Practical wisdom is simply born of  experience. The more 
we have seen of  the world, the stronger the associations between our ideas will 
be, and so the more lively and accurate the transmission of  attraction or aver-
sion from imagined consequences will be.

One can see quite clearly the sort of  underlying mechanism that Hobbes 
is imagining at work in the mind. Attraction and aversion are like magnetic 
charges. A thought, or representation, is like a piece of  iron, which can receive 
this charge. When it does, the charge is communicated through the entire set 
of  representations associated with it—the stronger the association, the more 
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completely the charge is communicated. (Think of  creating a chain of  paper-
clips, just by touching one to a magnet, then sticking the second to the fi rst.) 
Practical deliberation, in Hobbes’s view, is simply the experience of  being pulled 
one way or the other by these various forces. We take a set of  actions available to 
us and then “charge them up” by imagining all of  the consequences they might 
bring, allowing our attraction and aversion to these outcomes to fl ow back to the 
actions. We are then moved toward the action that has the strongest attractive 
force, or the least aversive.

It is possible to recognize in this theory a precursor of  what we would now 
call belief-desire psychology. According to this view, the mind is inhabited by two 
sorts of  intentional states—beliefs, which aim to represent states of  affairs, and 
desires, which also take states of  affairs as their object, but rather than trying to 
represent them, instead valorize them. The difference is often expressed in terms 
of  “directions of  fi t.”4 In the case of  beliefs, the goal is to have the intentional 
state “fi t”—correspond to—the way things are in the world. With desires, on the 
other hand, we hope to remake the world in such a way that it comes to “fi t” the 
intentional state. Practical deliberation involves, roughly, taking a desire for an 
outcome, then using one’s beliefs to determine which actions will be effective in 
bringing about that outcome. Thus our beliefs are used to “transfer” the desire 
for an outcome onto some particular action. It is in this respect that reason is 
said to be instrumental. It is something that we use in order to determine how 
best to satisfy our desires.

Once this basic framework is in place, Hobbes goes on to draw out its implica-
tions. One of  the most famous consequences is his moral noncognitivism. Moral 
judgments are not going to count as real thoughts, in Hobbes’s view. After all, 
what sorts of  states could moral properties be representations of? And even if  
there were moral states of  affairs, how could we know them? Moral properties 
are not generally regarded as having causal effi cacy, and so are incapable of  
interacting with our senses. Thus moral judgments must refl ect our passions, 
not our thoughts. And so Hobbes concludes that “whatsoever is the object of  
any man’s appetite or desire, that is it which he for his part calleth good; and the 
object of  his hate and aversion, evil; and of  his contempt, vile and inconsider-
able.”5 Of  course, this would not be a problem for traditional morality, if  it were 
possible to rationally debate the merits of  a particular attraction or aversion. 
What gives Hobbes’s position teeth is his further claim that these passions are 
fundamentally idiosyncratic: “For these words of  good, evil, and contemptible 
are ever used with relation to the person that useth them: there being nothing 
simply and absolutely so; nor any common rule of  good and evil to be taken from 
the nature of  the objects themselves; but from the person of  the man.”6

Using belief-desire vocabulary, it is much easier to explain why Hobbes thinks 
that reason has no role in the determination of  our passions. It is because desires 
cannot be held accountable to anything outside one’s person. Beliefs, because 
they seek to represent the world, are corrigible. They can be corrected by experi-
ence, thus it makes sense to say that they are either true or false. Desires, on the 
other hand, have the opposite “direction of  fi t,” and so cannot be corrected. They 
are about states of  affairs that do not yet exist. Thus there is nothing that they 
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can be held accountable to. They arise out of  our animal spirits. Not only do they 
differ across individuals, but there is not even any reason to believe that they will 
remain dynamically stable within an individual. Thus moral judgments, insofar 
as they refl ect our desire to bring about particular states, cannot be either true 
or false.

This noncognitivism about moral judgment is one of  Hobbes’s claims that 
has been widely accepted. It is important, however, not to confuse this issue with 
the question of  whether practical rationality is instrumental. The two theses are 
closely connected in Hobbes’s view, yet they remain analytically distinct. His 
instrumentalism stems from the claim that practical reasoning involves using 
our beliefs to discover the best means to the realization of  our ends, and that 
actions are valued only for the sake of  these ends. This can be referred to as the 
consequentialism hypothesis. The second claim is that there can be no reasoning 
about desires or ends. This is his noncognitivism about desire. Strictly speaking, it 
is only the former thesis that defi nes his view as instrumental, since it is only this 
thesis that makes a claim about practical rationality.7 The noncognitivism thesis 
concerns the origins of  our intentional states, not the way they are applied in 
practical contexts. The question “What is the relationship between reason and 
desire?” is strictly analogous to the question “What is the relationship between 
reason and belief?” Both are questions about how intentional states are formed 
or revised. But once these questions are answered, we must go on to ask the 
further question “Given these beliefs and desires, what should I do?” This is the 
sort of  question that a theory of  practical rationality seeks to answer. Thus I will 
reserve the term “instrumental conception of  practical rationality” for the view 
that practical rationality serves to determine the best means to the realization of  
our ends, while setting aside for the moment the question of  the cognitive status 
of  desires.

1.1. Decision Theory

Since Hobbes’s time, the instrumental conception of  rational action has exercised 
an extremely profound grip on the philosophical imagination. Many contempo-
rary philosophers fi nd this sort of  model so powerfully intuitive that they have 
diffi culty even imagining that it could be incorrect. This phenomenon is, in a cer-
tain sense, quite understandable, since there is no denying that the instrumental 
model has a certain intuitive appeal. When making a decision, every agent is 
faced with a set of  possible outcomes. The agent will naturally prefer some out-
comes over others, while remaining indifferent among others. Whatever sort of  
fancy mental states one might like to invoke in order to capture the nature of  
the agent’s attitudes towards these outcomes, the fact remains that, at the end 
of  the day, the agent is going to have to come up with some sort of  ranking of  
them—preferably a complete ranking from best to worst, with maybe a few ties. 
In order to decide what to do, the agent must then determine what the chances 
are of  each available action achieving any particular outcome, and then weigh 
these chances against the possible benefi ts. This process should yield a contextually 
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specifi c ordering of  possible actions from best to worst, from which the agent can 
then choose the highest ranked option.

Not only is this an overwhelmingly plausible reconstruction of  our actual 
deliberative processes, but the underlying belief-desire psychology is also attrac-
tive in its simplicity. Following through on the logic of  this psychological theory, 
one can regard the elements that are relevant to the success of  a decision as 
being partitioned into three categories: actions, states, and outcomes.8 The goal 
of  practical deliberation is to select an action. Agents draw on their beliefs and 
desires in order to do this. First, they consider the outcomes that could possibly 
arise as a result of  the actions that are available to them. They then rank the set 
of  outcomes according to which are more or less desirable, and consider which 
actions will bring about which outcomes. In order to decide this, they must deter-
mine which of  the possible states is most likely to obtain. They will then make the 
decision by hooking up a desire for an outcome with a belief  about the state in order 
to recommend a particular action. Again, what makes this account “instrumen-
tal” (i.e., consequentialist) is that actions are not chosen for their own sake, but 
rather for the outcomes they are thought likely to produce.

Modern decision theory has not really strayed all that far from Hobbes’s origi-
nal formulation of  the instrumental view. In its updated version, the deliberative 
process is often represented using a decision tree. When there are no probabili-
ties involved, we can think of  beliefs and desires as a type of  deliberative constraint.
Agents use these constraints as a fi lter to throw out possible options. Following 
Georg Henrik von Wright, we can represent the agent as starting out with a deci-
sion tree that contains the full set of  action-state-outcome permutations, then 
pruning this tree by eliminating undesirable outcomes and impossible combi-
nations of  events, using these constraints.9 Within this framework, beliefs and 
desires can be thought of  as doxastic and desiderative constraints, respectively.

This kind of  decision tree is represented in fi gure 1.1. The diagram shows a 
decision problem with three actions available to the agent {a1, a2, a3}, three pos-
sible states {s1, s2, s3}, and three possible outcomes {o1, o2, o3}. Things start off  
with nature “choosing” which state will obtain. This puts the agent at one of  
her three decision nodes.10 However, without knowing which node she is at, the 
agent will be unable to determine which action will produce which outcome. For 
instance, if  the state is s1 (i.e., nature has “chosen” branch s1), then action a1 will 
produce outcome o1. However, if  the state is s2, choosing a1 will produce o2, and 
if  the state is s3, a1 will produce o3.

The agent’s decision procedure can then be regarded as a process of  prun-
ing the decision tree. The agent’s beliefs and desires can be introduced into the 
diagram simply by cutting off  some branches. Suppose that the agent is able 
to ascertain which state obtains, and so believes, for example, that nature has 
“chosen” s2. This allows him to cut the s1 and s3 branches off  at nature’s node, 
a process we may call “doxastic pruning.” Once the problem is simplifi ed in this 
way, the agent knows which node he is at, and so knows which actions will pro-
duce which outcome. As a result, he can simply choose the action that will lead 
to the outcome he most desires. This can be thought of  as a desiderative pruning, 
in which each branch leading to an outcome other than the one most desired is 
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cut off. What is left after this fi nal pruning is a single action, which the agent can 
then proceed to perform. These two rounds of  pruning are shown in fi gure 1.2.

The situation is more complicated when the agent is less than certain about 
which state will obtain. In this case, she can only assign probabilities to the 
occurrence of  various states, and so will not know with certainty which action 
will bring about the desired outcome. As a result, she cannot simply “prune” 
branches off  the tree. Instead, she must select the action that gives her the best 
chance of  getting her favored outcome. But even then, things are not simple. 
She may face a situation in which she must choose between an action that gives 
her not only a reasonable chance of  getting her favored outcome but also some 
chance of  getting an outcome that is disastrous for her and an action that gives 
her a guarantee of  at least a mediocre outcome. In order to choose between 
these two options, she will have to consider how much she really wants the best 
outcome, and whether pursuing it instead of  the mediocre outcome is worth 
the risk of  disaster. Some desires have much higher priority in her overall set 
of  objectives. So just as beliefs will have to be given confi dence levels in order to 
accommodate probabilities, her desires will have to be assigned (cardinal) prior-
ity levels.

The decision tree in fi gure 1.3 shows the probability with which the agent 
believes each state will obtain between angle brackets and the priority with 
which the agent desires each outcome between parentheses.11 Since one of  the 
three states must obtain, the probabilities assigned to nature’s move must add up 
to 1. On the other hand, whether the numbers used to represent the priority level 
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of  the agent’s desires add up to 1 is not important, since the only thing that mat-
ters is the strength that these desires have relative to one another. For simplicity, 
the most preferred outcome (o1) is assigned 10, and the least preferred outcome 
(o3) a priority of  0.

In order to decide what to do, the agent must calculate the value of  each 
action, in terms of  the chances that it gives of  achieving the various outcomes. 
If  we assume that a 20 percent chance of  getting some desirable outcome is 
worth half  as much as a 40 percent chance of  getting the same outcome, then 
we can calculate the value of  each action by multiplying the desirability of  each 
outcome by the probability that it will occur as a result of  that action, then add-
ing all of  these up:

The attractive feature of  this rather simplifi ed expression is that it shows quite 
clearly how the utility associated with an action is simply a function of  the util-
ity associated with its possible outcomes (the right-hand side, in English, reads: 
“For every outcome, o, multiply the utility of  o by the probability of  o given a,
then add these all up”). Applying this to the example given in fi gure 1.3 gener-
ates the following:

u a

u a

( ) = (0.2  10) + (0.3  4) + (0.5  0)

3.2

( ) = (0.2  

1

2

· · ·

·

=
00) + (0.3 · 10) + (0.5 · 4)

= 5

( ) = (0.2 · 4) + (0.3 · 3u a 00) + (0.5 · 10)

= 5.8

The number that results is known as the expected utility of  the action. Now, 
instead of  simply selecting the action that produces the outcome the agent most 
desires, the instrumentally rational agent will select the action with the high-
est expected utility. The agent is therefore said to maximize expected utility. In 
this example, a3 is the best choice. This is not obvious without the calculation. 
Although a3 gives the agent the best chance of  getting her most preferred out-
come (50 percent chance of  getting o1), it also gives her a fairly high chance of  
getting her least preferred outcome, o3. Action a2, on the other hand, minimizes 
the chances of  getting the worst outcome, and maximizes the chances of  get-
ting the second best. Action a3 winds up being better because the agent likes the 
best outcome a lot more than the second-best outcome. If  the value of  o2 were 
increased from 4 to 8, then a2 would be better than a3.

This example shows how the conception of  practical rationality as utility-
maximization follows very naturally from the application of  belief-desire moti-
vational psychology to decision problems under uncertainty. However, some 
theorists have doubted whether it is reasonable to represent beliefs and desires 
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as having specifi c numerical probabilities or priorities. Obviously, in day-to-day 
contexts, we have only a vague idea of  how convinced we are of  something, or 
of  how much we want this or that. There is, however, a very easy procedure 
we can use to fi x these levels. To get the general idea, consider a person who is 
offered three different kinds of  fruit to eat—an apple, an orange, and a banana. 
He knows that he likes apples best, and prefers oranges to bananas, but is not 
sure how much he likes one over the other. It is easy to fi nd out, using the follow-
ing procedure. Assign “apple” a value of  10. Now cut a piece off  the apple (say 
10 percent of  it), and offer him a choice between what is left of  the apple and 
the entire orange. If  he chooses what is left of  the apple, cut off  another piece, 
and repeat the offer. Eventually, so little of  the apple will be left that he will begin 
to prefer the orange. The value of  the orange is therefore equal to the portion 
of  the apple that is left at precisely the point at which his preference switches 
(and in principle there must be such a point). So if  cutting off  30 percent of  the 
apple makes him indifferent between the apple and the orange, then an orange is 
worth 0.7 apples to him. Multiplying this number by the value of  the apple yields 
the priority level of  his desire for an orange. The same procedure can be repeated 
for the banana. In the end, the value of  each piece of  fruit is expressed as a frac-
tion of  the most desired piece.

Clearly, this procedure works because one of  the outcomes is near-perfectly 
divisible. We can cut as many pieces off  the apple as we like, and we can make them 
extremely small. In order to apply the same general idea to any set of  outcomes, a 
more abstract procedure must be devised. To do this, all we have to do is offer the 
person a set of  lotteries that give her a greater or lesser chance of  “winning” the 
best outcome. Again, assign “apple” a value of  10, and “nothing” a value of  0. 
Oranges and bananas will be somewhere in between. Now offer her a gamble that 
gives her a 90 percent chance of  getting the apple, and a 10 percent chance of  
getting nothing. (This is called a “lottery over the extremes,” as it gives her some 
chance of  getting either her best or worst outcome.) If  she prefers this lottery to the 
orange, offer her a new lottery that gives her a lower chance of  getting the apple. 
Eventually the chances of  getting the apple will be so slim that she will begin to 
prefer the orange. The value of  the orange can therefore be set equal to the chance 
of  getting the apple in the lottery at which her preference switches. (So if  she is 
indifferent between the orange and a lottery that gives her a 70 percent chance of  
getting the apple, then an orange is worth 0.7 apples to her. Multiplying this num-
ber by the value of  the apple yields the priority level of  her desire for an orange.)

The lottery procedure is designed to be formally analogous to the sort of  proce-
dure that can be used to fi x beliefs. A standard strategy for determining people’s 
level of  conviction is to see how much they are willing to bet on the occurrence 
of  some future event.12 For instance, if  someone is quite convinced that p, and he 
is offered a choice between $10 for sure and $20 if  p is true, then he should prefer 
the conditional offer. But if  the value of  the sure-thing offer is slowly increased, 
eventually there will come a point at which he becomes  indifferent between that 
offer and the gamble. This will reveal the probability that he assigns to p. (For 
example, if  he is “90 percent sure” that p, then he will prefer the sure-thing offer 
once it gets higher than $18—assuming risk neutrality.)
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The advantage of  these lottery procedures is that they can be applied univer-
sally, since a hypothetical lottery can be constructed for any outcome. (It also 
means that we don’t have to worry about discontinuities, or just lumpiness, in 
people’s preferences over, for example, fruit slices.) Furthermore, it has the effect 
of  building whatever attitudes toward risk that the agent may have into her util-
ity function, so that it will necessarily be the case that she will be indifferent 
between an outcome with a utility of  5 and a 50 percent chance of  getting an 
outcome worth 10. However, this is not really the point. The purpose of  the pro-
cedure is to provide some reason to think that desires can always be represented 
as having a certain priority level (and beliefs as having a confi dence level). It is 
much more of  a conceptual point than a practical proposal.

There are four things to keep in mind about this defi nition of  utility:

● It is referred to as expected utility because it represents only the expected 
value of  a particular choice, that is, the value ex ante, or before it is 
known how things turn out. Once the action is performed, the agent will 
discover which state actually obtains, and so will discover which out-
come she receives. Thus the expected utility of  an action is distinguished 
from its payoff, which is the value that it has for the agent ex post. In the 
example above, action a3 may have an expected utility of  5.8, but it will 
have a payoff  of  10, 4, or 0, depending on which state obtains.

● It is important not to think of  utility as some kind of  distinct psychologi-
cal state that agents seek to maximize. As has been emphasized many 
times, contemporary decision theory marks an unequivocal break with 
the sort of  hedonistic assumptions that still informed Hobbes’s view. The 
“utility” an agent derives from an action is just numerical shorthand 
for expressing the way the outcome satisfi es one or more of  her desires. 
There is no reason to think that these desires have anything in common, 
or that they can all be reduced, à la Hobbes, to some common underly-
ing currency. The agent’s utility-maximizing course of  action may be to 
donate money to famine relief, but this does not mean that she donates 
to famine relief  in order to maximize her utility. She donates to famine 
relief  because she wants to alleviate the suffering of  others, and donat-
ing to famine relief  is the best way of  doing this. The fact that it is the 
“best” way of  doing this is indicated by the fact that it is utility-maximizing. 
Nevertheless, our way of  speaking can easily lead to thinking that there 
is some particular goal—such as the production of  utility, pleasure, or 
happiness—that all actions are intended to achieve.

● The scale of  the numbers used to represent the agent’s utility are arbi-
trary. For any given utility function for an agent, one can construct a 
notational variation on it by multiplying it by any positive number and/or 
adding any number to it. More specifi cally, any positive linear transfor-
mation (u' = xu + y: x > 0) of  an agent’s utility function yields an equiva-
lent representation of  that agent’s ranking of  actions. This follows from 
the fact that the numbers assigned to the extremes (the best and worst 
outcomes) are arbitrary. In the above example, instead of  assigning 10 
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to apple and 0 to nothing, we could have assigned 50 to apple and 10 to 
nothing, and it would have made no difference in the calculation of  which 
action the agent should perform. The utility function is constructed by 
translating the agent’s desire for an orange or for a banana into a desire 
for a chance at getting an apple. Once all desires are expressed in terms 
of  apple-chances, then it is possible to balance them against one another. 
However, instead of  performing calculations like (0.3apple + 0.12apple), 
it is easier to just assign “apple” some numerical value, and forget about 
the specifi c content of  the desire that is being used as numeraire. The dan-
ger in this strategy is that it can mislead one into thinking that once this 
number has been assigned, it is because the intensity of  the agent’s desire 
for an apple has also been determined.13 This is not the case. Two agents 
could have exactly the same utility function for fruit, yet could hold 
these desires with vastly different intensities. I may like apples more than 
oranges and bananas, but not like fruit in general, while my friend is wild 
about it. We may therefore each get utility of  7 from oranges, but this 
says nothing about how much happiness either of  us get from oranges in 
the grand scheme of  things. As a result, this type of  utility measure does 
not yield meaningful interpersonal comparisons. One person can have a 
longer life expectancy, or a longer life, than someone else, but no one can 
have more expected utility, or a larger payoff, than anyone else. It is espe-
cially important to resist the idea that someone with a greater numerical 
utility payoff  is in any way “happier” than anyone else. It may be possible 
to make these sorts of  comparisons somehow, but the notion of  utility, as 
defi ned in decision theory, cannot be used to perform them.

● It is important to remember that the use of  lotteries to determine car-
dinality is not an essential feature of  the utility concept. This method is 
adopted by philosophers primarily because of  the pleasing logical prop-
erties of  models that are developed in this way. Economists and people 
with more practical concerns do not always follow suit. For example, in 
health care economics, there are two very common ways of  determining 
the subjective utility associated with various health states (in order to cal-
culate the “quality-adjusted life years” generated by a particular medical 
intervention). Investigators start out by assigning perfect health a value 
of  1 and death a value of  0. They then proceed to ask individuals to assess 
the value to them of  life in various states of  morbidity. One way of  doing 
so is to ask them to consider whether they would choose to undergo an 
operation that had an x percent chance of  curing them completely and a 
1 - x percent chance of  killing them outright. Varying x then allows one 
to fi nd an indifference point, which can be used to discount (or “qual-
ity-adjust”) the value of  time spent living with the condition. Another 
method is to ask them whether they would be willing to undergo an opera-
tion that cured them completely, yet shortened their lifespan by x number 
of  days.14 Thus one might fi nd that a person was indifferent between, say, 
living for one more year with the condition and living for eight months 
without it. Again, one can use this to determine the appropriate “quality 
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adjustment.” The fi rst procedure uses a lottery, while the latter resembles 
the procedure of  “taking away slices of  the apple.” The primary difference 
between the two methods is that the former will generate a set of  valua-
tions that incorporates the individual’s attitude toward risk, while the lat-
ter does not. There are, in certain cases, pragmatic reasons for wanting 
to ascertain subjective utility independent of  attitudes toward risk (or the 
well-known “framing effects” and biases that judgments under uncer-
tainty are subject to). Philosophers, however, have been inclined to adopt 
the lottery procedure, simply because it allows them to defi ne the utility 
concept at the highest level of  generality.

1.2. The von Neumann–Morgenstern Procedure

The presentation of  basic decision theory given above is somewhat unortho-
dox. I presented it this way in order to keep the psychological motivation for the 
theory somewhat closer to the surface, and to show how the standard concep-
tion of  rationality as utility-maximization represents a natural extension of  the 
instrumental conception of  rationality pioneered by thinkers such as Hobbes. 
However, the more standard way of  establishing the utility-maximizing concep-
tion of  rationality is through what has come to be known as the von Neumann–
Morgenstern procedure (after John von Neumann and Oskar Morgenstern.)15

This approach differs from my own in that it does not directly assign priority lev-
els to desires. Instead, it places only an ordinal preference relation on outcomes, 
then uses a set of  axiomatic constraints on choice behavior to impose a cardinal 
utility ranking on actions. (One can see here the infl uence of  neoclassical eco-
nomic thinking, where ordinalism represents an important constraint.)

The von Neumann–Morgenstern procedure, rather than presupposing that 
the agent has a set of  desires with given priority levels, assumes merely that the 
agent has a set of  preferences that provide a rank ordering of  the set of  outcomes. 
There are certain advantages associated with introducing the term “preference” 
as a term of  art in this context. The most signifi cant is that the term “desire,” 
unlike “belief,” is not generally used to refer to an “all things considered” judg-
ment. There is nothing wrong with having confl icting desires, such as a desire 
to go to the movies and a desire to stay home. The idea of  a “preference” cuts out 
all these complications, by defi ning the “outcome” to include every aspect of  the 
possible future state of  the world that is of  interest to the agent, then defi ning 
preferences as simply an ordering of  this set of  complete consequences. If  the 
agent has a desire both to go to the movies and to stay home, then the agent’s 
preference will be whatever ultimately emerges from the weighing of  these two 
contradictory desires against one another. The mechanism through which a rec-
onciliation of  these sorts of  confl icts between desires is achieved is of  no interest 
to the decision theorist—the theory of  practical rationality kicks in only at the 
point at which the agent has a well-ordered set of  beliefs and preferences.

Even though the agent’s ordinal preference ordering is taken as a given, it 
must still satisfy certain formal restrictions. First, preferences should form a 
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complete transitive ordering over the set of  outcomes. This is represented axiom-
atically in the form of  two conditions:16

Completeness: For every pair of  outcomes a and b, either a is weakly pre-
ferred to b, or b is weakly preferred to a.17

Transitivity: For any three outcomes a, b, and c, if  a is weakly preferred to b
and b is weakly preferred to c, then a is weakly preferred to c.

These two conditions alone suffi ce to defi ne ordinal utility, which is just any 
function defi ned over the set of  outcomes assigning a real number to u(a) such 
that, for all a and b, u(a) > u(b) just in case a is preferred to b. This provides a 
number for each outcome, but it does not say how “far apart” the preferences 
are from one another, that is, how strongly the agent prefers one outcome to 
another. The derivation of  a cardinal utility function (i.e., a function that includes 
this information) requires four further assumptions. These assumptions presup-
pose the use of  lotteries, understood again as probability distributions over the 
set of  outcomes. Thus the agent can be given a lottery consisting of, for example, 
a p chance of  receiving outcome a, and a (1 – p) chance of  receiving b.

Trivially, it is assumed that agents’ preferences over outcomes can be extended 
to yield a complete, transitive ordering on the set of  lotteries constructed from 
these outcomes. The more substantive assumptions are as follows:

Reduction of  compound lotteries: A person is indifferent between a simple 
lottery over the set of  outcomes and compound (multistage) lottery that 
yields exactly the same probability distribution over these outcomes (com-
puted using the standard probability calculus).

Monotonicity: If  the agent strictly prefers outcome a to b, and 0 ≤ p2 < p1

≤ 1, then the lottery that awards p1a + (1 – p1)b is strictly preferred to the 
lottery p2a + (1 – p2)b.

Continuity: If  a is weakly preferred to b and b weakly preferred to c, then 
there exists some number p such that 0 ≤ p ≤ 1 and the agent is indifferent 
between b and the lottery pa + (1 – p)c.

The monotonicity assumption states that, all things being equal, the agent 
always prefers a higher probability of  getting a better outcome. The continu-
ity assumption states that, given any two lotteries, a lottery that gives prob-
ability p of  receiving a better outcome and (1 – p) of  receiving a worse one 
will become better in a continuous manner as p increases. This implies that 
an outcome ranked anywhere between a better and worse outcome will be 
just as good as some lottery over the two. Let us arbitrarily assign the worst 
outcome o

w
 a utility of  0, and the best outcome o

b
 a value of  1. Clearly, for 

each point p on the number line between 0 and 1, there is a corresponding lot-
tery that gives a p chance of  getting o

b
 and a (1 – p) chance of  getting o

w
. But 

this line “fi lls the space” between the best and worst outcomes, so all of  the 
other outcomes, which are ranked somewhere in between, must be equiva-
lent in value to some randomization over the extremes. This motivates the last 
assumption:
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Substitutability: Given any outcome a, there is an equivalent lottery that 
awards some probability distribution over the extremes that is substitut-
able for a.

This means that for any particular outcome, there will be a lottery over the 
agent’s most and least preferred options such that she is not only indifferent 
between that outcome and the lottery, but willing to accept the substitution of  
one for the other. The agent’s cardinal utility for the outcome can then be repre-
sented by assigning it the same value as the probability placed on the most pre-
ferred outcome in this equivalent lottery. For example, indifference to a lottery 
that gives a 70 percent chance to the most preferred outcome would give the 
equivalent action a utility of  0.7. This provides the correct “spacing” between 
the numbers (in this example they are all between 0 and 1) and remains unique 
through any positive linear transformation.

Once a cardinal utility function has been derived to represent the agent’s 
preferences over outcomes, it is very easy to determine how the agent selects 
an action. By defi nition, each of  the agent’s actions will yield one particular 
outcome, depending on which state of  nature obtains. When the agent knows 
which state will obtain with certainty, she has only to choose the action that 
yields the best outcome. When there is some uncertainty as to which state will 
obtain, she chooses the action that yields the highest expected utility, given her 
beliefs about the relative probabilities of  various states. This is easy to calculate: 
suppose the agent believes that action a will yield either outcome o1 when state 
s1 obtains or outcome o2 when state s2 obtains. If  the agent believes that state 
s1 will obtain with probability p, then the action a is essentially equivalent to 
the lottery pu(o1) + (1 – p) u(o2), and so has the same utility. The agent therefore 
decides what to do simply by selecting the lottery available to her that has the 
highest expected utility.

1.3. Social Interaction

Regardless of  how one chooses to derive this conception of  practical rational-
ity as utility-maximization, it is important to recognize just how innocuous the 
principal assumptions have become. Early heroes of  instrumentalism, such as 
Thrasymachus or Machiavelli, endorsed very substantive theories about the sort 
of  desires that motivate people to act. For Thrasymachus, the ultimate interest 
of  the superior man is to acquire power.18 Machiavelli thought that “one can 
say this generally of  men: that they are ungrateful, fi ckle, pretenders and dis-
semblers, evaders of  danger, eager for gain.”19 But Hobbes was already moving 
away from this sort of  view. Since the three “passions” he identifi es are quite 
formal, he need not commit himself  to such a specifi c view of  human motiva-
tion. Courage, for example, he regards as just aversion “with hope of  avoiding 
that hurt by resistance,” anger as nothing but “sudden courage,” and indigna-
tion as anger at an injury done to another. Thus the claim that individuals are 
motivated by appetites and aversions is intended to be extremely weak. What 
sort of  counterexamples could there be? It is diffi cult to think of  a motive that, 
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at some level, does not amount to the positive or negative cathexis of  some state 
of  affairs.

Modern instrumentalism takes this strategy one step further. The concept 
of  preference, or desire, is completely vacuous with respect to content. Thus 
the claim that rational agents maximize expected utility winds up being, in 
effect, just a precise development of  the idea that agents decide what to do by 
ranking available outcomes and then choosing the action that they expect to 
provide the best result with respect to this ranking. Nowhere is it suggested, 
for example, that agents act from self-interested motives—the content of  their 
desires has been left unspecifi ed. The instrumentalist theory is not committed 
to any particular account of  how agents’ beliefs and desires are formed, instead 
choosing to treat them as exogenously determined. This means that there is 
nothing to stop one from supplementing this model of  action with a charac-
terization of  desire-rationality that places substantive constraints on the way 
agents rank outcomes. (The moral realist could claim, for instance, that just as 
true beliefs accurately refl ect some objective probability distribution over states, 
good desires accurately refl ect some objective order of  values. The fully rational 
agent could then be characterized as one who seeks to believe what is true and 
desire what is good.20 In this case, all that the model outlined above would sug-
gest is that knowing the truth, the rational agent then seeks to maximize the 
good.)

Given the thinness of  the theory, one could easily be misled into thinking 
most of  the objections to the instrumental conception of  rationality, or at least 
its decision-theoretic expression, rest on misunderstanding of  the theory. After 
all, it is diffi cult to think of  a conception of  rational action that could not, in some 
sense, be characterized as instrumental. Neo-Aristotelian theories of  action, 
for example, such as the ones promulgated by Alisdair MacIntyre and Charles 
Taylor, are all perfectly compatible with the sort of  instrumentalism expressed in 
preference-based decision theory.21 There is, however, one important little wrin-
kle. The problem arises with the introduction of  a second rational agent into the 
framework. (For simplicity, I shall confi ne my remarks to two-person cases, with 
an understanding that everything said can be generalized to n person cases.)

The situation that is of  interest arises in the context of  what rational choice 
theorists call “interdependent choice.” This is a situation in which the outcome 
is determined jointly by the actions of  two separate agents. It was mentioned 
earlier that actions and states are the two classes of  events that combine to cause 
an outcome. Social interaction refers to a situation in which the action of  the 
fi rst agent combines with the action of  a second agent in order to produce an 
outcome. Thus the action of  one agent will be a state for the other, and vice 
versa. The question that arises is how agents are supposed to develop rational 
beliefs in such a context. In the decision-theoretic case, beliefs could be treated 
as exogenous to the choice problem. But when the fi rst agent’s state is actually 
the second agent’s action, it is no longer possible to fi x beliefs in a way that is 
exogenous to the choice problem.

In a simple decision problem, the agent could start by assigning probabilities 
to states and then move on to the problem of  deciding what to do. But when 
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agents are interacting with one another, each agent must solve both of  these 
problems simultaneously. In order to decide what to do, the fi rst agent must 
determine the probability of  various states obtaining. But since these states are 
simply the second agent’s actions, the fi rst agent must determine what the sec-
ond agent intends to do. In order to fi gure this out, he must fi gure out what the 
second agent’s beliefs are. But since the second agent’s beliefs about what state 
will obtain are equivalent to her beliefs about what the fi rst agent will do, and 
since this is precisely what the fi rst agent is still trying to decide, a regress of  
anticipations arises.

Since the state that will obtain for each agent is no longer given in advance of  
the decision problem, both agents must solve for two variables simultaneously. 
Not only must each decide which action to choose, she must also determine 
which state will obtain. The problem is that which state will obtain depends 
on which actions will be chosen, and which actions will be chosen depends on 
which state will obtain. This presents a serious problem for the instrumental 
conception of  practical rationality. Since states provide the link between out-
comes and actions, the only way to reason back from a desired outcome to a 
favored action is via some knowledge of  the state. Without some mechanism for 
pinning down these beliefs, it will simply be impossible for agents to reason instru-
mentally in social contexts.

Von Neumann and Morgenstern were actually the fi rst to recognize the 
seriousness of  this problem. In their introduction to The Theory of  Games and 
Economic Behaviour, they wrote:

Every participant can determine the variables which describe his own 
actions, but not those of  the others. Nevertheless, those “alien” variables 
cannot, from his point of  view, be described by statistical assumptions. 
This is because the others are guided, just as he himself, by rational prin-
ciples. . . . [Thus the traditional “Robinson Crusoe” model of  instrumental 
rationality] is of  much more limited value to economic theory than has 
been assumed heretofore even by the most radical critics.22

Two possible programmatic strategies present themselves at this point. One 
would be to suppose that social interaction presents a fundamentally new type 
of  problem, one that agents will require some additional cognitive resources in 
order to resolve. Earlier, I presented desires and beliefs as selection criteria that 
allowed the agent to eliminate choice options. It is always possible that the intro-
duction of  some new criterion—corresponding to a new category of  intentional 
states—might be called on to resolve social interaction problems. Given that 
human beings are, fi rst and foremost, social animals, it would not be surpris-
ing to fi nd that we had some dedicated psychological equipment to assist us in 
resolving social interaction problems.

The alternative to introducing some specifi cally social form of  decision cri-
terion would be to suppose that the regress of  anticipations is not vicious, and 
that agents, given only the basic resources supplied under the decision-theoretic 
model, would be able to fi nd some way of  pinning down states. The idea here 
would be to explore the regress to see if  it stops somewhere.
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This second option is what has developed into the program known as game the-
ory. The objective of  game-theoretic analysis is to fi nd a way of  working through 
the regress of  anticipations in such a way as to allow a stable set of  beliefs to 
emerge for all players, without introducing any new sort of  selection criterion. A 
game-theoretic “solution” is therefore an equilibrium of  beliefs, and game theory 
is a general mechanism for determining beliefs about the relative probabilities of  
various states. For each player, strategic reasoning operates by working through 
the cycles of  anticipation in such a way as to turn other players’ actions (which 
have not yet been planned or performed), into events that will occur with specifi c 
probabilities. When such a reduction is possible, each player’s choice can then be 
handled as a simple decision problem.

In the initial stages of  the development of  game theory, the idea that inter-
action problems could be separated out into decision problems showed some 
promise. The same sort of  tree diagrams used to represent choice problems can 
be used to represent social interaction, with the two agents “playing” against 
each other, rather than against nature. The only difference is that the payoffs are 
now given as a vector, showing the payoff  to player 1 fi rst, to player 2 second, 
and so on. Consider the game illustrated in fi gure 1.4. Here, player 1’s actions 
A1 = {U, D} are states for player 2, and player 2’s actions A2 = {L, R} are states 
for player 1. Obviously, before the players decide what to do, it is impossible to 
assign any probability to the occurrence of  any state. The fact that player 2 does 
not know what player 1 is going to do is represented by the dashed line between 
her two nodes.

In this case, it takes only a small effort for both players to determine what 
the other will do. Agents might begin reasoning like a typical chess player, with 
an hypothesis of  the form “suppose I decide to do x.” They can then go on to 
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Figure 1.4 Social interaction.
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consider how the other player would respond, how they would respond to that 
response, and so on, in order to see if  this process levels off  somewhere. With 
luck, they will be able to fi nd a pair of  responses that is consistent with every ini-
tial hypothesis. In the game shown in fi gure 1.4, player 1 might think: “Suppose 
player 2 expects me to play U. In that case, she will plan to play R. But if  player 2 
is going to play R, I would be better off  playing D. So then what if  player 2 expects 
me to play D? If  player 2 expects me to play D, she will continue to play R. So 
no matter what she expects me to do, she will play R. Therefore, I should play 
whatever is my best response to R, namely D.” In this example, L is a strongly 
dominated strategy, that is, it is always worse for player 2 than R. Since no ratio-
nal agent would ever play such a strategy, player 1 can predict R with certainty. 
This effectively changes the game into a decision for player 1 between the (U,R) 
and (D,R) outcomes.

The solutions generated by the elimination of  strongly dominated strategies 
are not always so obvious, especially when the decision problem is more com-
plex. For more diffi cult problems, it is often convenient to represent the decision 
as just a matrix of  payoffs (this is known as the normal form, as opposed to the 
sequential or extended form, representation of  games). Consider fi gure 1.5, 
which shows a game in which two players each have three actions available to 
them.

In this example, all of  the players’ strategies seem to have something to rec-
ommend them, and so the interaction seems quite indeterminate. However, on 
closer inspection, one can see that player 2’s strategy R is strongly dominated. No 
matter what player 1 does, player 2 will always be better off  playing M than R. 
As a result, player 1 can infer that player 2 will not play R. However, if  player 
2 is not going to be playing R, then player 1 has no reason to ever play D, since 
either of  his other two strategies is better under L and M. In other words, strat-
egy D becomes strongly dominated as soon as R is eliminated from consideration. 
So player 1 should never play D, because it could never be rational for him to 
assume that player 2 will play R. However, once D is eliminated, then player 2 no 
longer has any incentive to play M. So player 1 can infer that player 2 will play L, 
and so he will be best off  playing U. Thus there is a single solution to this game, 

Player 2

(2,5) (3,4) (1,3)

(1,3) (4,2) (2,1)

(0,2) (2,7) (8,4)

L M R

U

C

D

Player 1

Figure 1.5 Iterated elimination of dominated strategies.
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(U,L), which can be discovered through the iterated elimination of  dominated 
strategies.

This example is particularly tidy, because the (U,L) outcome has the advan-
tage of  being both stable and convergent—stable because neither player would 
have an incentive to switch strategies if  (U,L) is the anticipated outcome, and 
convergent because every set of  initial hypotheses about what either player 
will choose leads to the selection of  this outcome. Thus it is possible for play-
ers to “power” their way through to a solution, just by considering all of  the 
implications of  all of  the options available to them. The regress of  antici-
pations is therefore harmless, because every process of  reasoning leads to 
(U,L). Such a solution might lead one to be optimistic about the prospect that 
instrumental reasoning in social contexts might turn out to be just a slightly 
more sophisticated version of  the way people reason in nonsocial contexts. 
Unfortunately, things are not so simple. Figure 1.6 shows a game that has no 
dominated strategies. Here it is clear that some other sort of  solution concept 
will be required.

The kind of  solution proposed for fi gure 1.5 is called an equilibrium because 
it contains a set of  beliefs and strategies that has no tendency to change. More 
specifi cally, it is a set in which the strategies that it contains do not imply any 
false beliefs. To see this, consider what happens if  a player adopts as a proposed 
solution a strategy that is not in equilibrium. Suppose player 2 decides to play 
M. In order for this strategy to be rational, she must believe that player 1 is going 
to play D. But since it would only be rational for him to play D if  he believes that 
she will play R, then she must believe that he believes that she plans to play R. 
If  we assume that player 1 is rational (and that player 2 believes that player 1 is 
rational, etc.)23 this ascription of  belief  must be false. Thus player 2’s strategy, 
because it is out of  equilibrium, undermines the set of  beliefs that sustains it. 
There is nothing inconsistent, however, about planning to play L while assum-
ing the player 1 plans to play U. In this case, the interlocking set of  beliefs and 
strategies, on the part of  both players, is not self-undermining.

Thus it must be a general property of  any proposed solution to a game that it 
be in equilibrium—that is, that the set of  beliefs and strategies not be self-under-
mining. This is the idea that gave rise to the fi rst general game-theoretic solu-
tion concept, proposed by John Nash.24 According to Nash, a solution will be in 
equilibrium so long as each player’s strategy is a best response to the strategies of  
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Instrumental Rationality 31

the others (and each player believes that everyone else is going to play the strat-
egy specifi ed in the solution).25 This defi nition captures the idea that any solu-
tion must be self-enforcing. If  each player’s strategy maximizes expected utility, 
given the strategies of  the others, then no one has an incentive to change strate-
gies, and so no one has any reason to believe that anyone will change strategies. 
Thus the overall set of  intentions and beliefs will have no tendency to undermine 
itself.

The Nash solution concept allows one to resolve a variety of  different games 
that cannot be solved through elimination of  dominated strategies, such as the 
one shown in fi gure 1.6. Unfortunately, not all these games have only one equi-
librium, so defi ned. In fi gure 1.6, the so-called Battle of  the Sexes game, both 
(U,L) and (D,R) are in equilibrium. Under the hypothesis that player 1 will choose 
U, player 2 will choose L, but under the hypothesis that he will play D, she will 
play R. Unfortunately, no process of  reasoning will lead players to converge on 
one or the other of  these outcomes. Thus, unlike fi gure 1.5, here it is impossible 
for players to “power” their way through to a solution.

This is known as the “equilibrium-selection” problem in game theory. To 
make things worse, there are some games in which no outcome appears to be 
either stable or convergent. To see this, consider fi gure 1.7. Again, player 1 can 
start out: “Suppose player 2 expects me to play U. In that case, she will respond 
with R. But if  player 2 is going to play R, I would be better off  playing D. So 
player 2 should expect me to play D. But if  player 2 expects me to player D, she 
will switch to L. But if  player 2 is going to play L, I would be better off  playing U 
. . . (etc.).” No matter what you take as the initial hypothesis, this vicious cycle of  
expectations develops. Thus there is no set of  pure strategy choices that is not 
self-defeating—and thus there appears to be no decision that would not depend 
on an internally inconsistent set of  strategies and beliefs.

Nash did have a solution to this “existence” problem, although it has not been 
universally accepted. The basic idea is to allow players to randomize over their 
possible strategies, for example, to throw dice to determine what to do. So instead 
of  just playing “pure” strategies like U and D, player 1 could also adopt a “mixed” 
strategy, like [3/10 U, 7/10 D]. This is equivalent to expanding the set of  outcomes to 
include not just the “pure” outcomes, but the entire set of  randomizations over 
these outcomes. Subject to a few minor qualifi cations, this guarantees that every 
game has at least one stable outcome.26 In the game illustrated in fi gure 1.7, the 
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strategy profi le ([4/7 U,3/7 D],[4/7 L,3/7 R]) a Nash equilibrium. (Since these strategies 
give both players an expected utility of  for either of  12/7 their actions, both are 
willing to play these randomizations over the two.)

While this modifi cation solves the existence problem, it unfortunately only 
serves to worsen the equilibrium selection problem. The fi rst, more mundane 
complication arises from the fact that the introduction of  mixed strategies 
increases the number of  equilibria in most games. While it serves to provide equi-
libria where previously none existed, it also adds some new ones in cases where 
there was already an excess. In fi gure 1.6, the introduction of  mixed strategies 
adds a new equilibrium to the game: ([3/4 U,1/4 D],[3/4 L,1/4 R]). Since there are now 
three equilibria in this game, each the stable outcome of  a process of  reasoning 
beginning with one of  three different initial suppositions, it becomes even more 
important to determine where these suppositions come from.

The more exotic complication stems from the type of  belief  supports that 
mixed strategy equilibria require. What holds the equilibrium together against 
deviation is the fact that each player’s strategy makes the other completely 
indifferent between his actions. For instance, in fi gure 1.7 the expectation that 
player 1 will play [4/7 U,3/7 D] gives player 2 an expected payoff  of, 12/7 regardless of  
whether she chooses L, R, or some randomization over the two. This means that 
she has no specifi c reason not to play [4/7 L,3/7 R] but of  course no specifi c reason 
to do so either. But then what grounds does player 1 have for expecting player 
2 to play [4/7 L,3/7 R] in the fi rst place? The answer is: none in particular. All the 
equilibrium does is provide a point on which the regress of  expectations can be 
terminated; it does not provide the agents with any actual guide to action. This 
effectively drives a wedge between the expectations and the strategic plans of  
agents. In the equilibrium in fi gure 1.4, player 2’s belief  that player 1 is going to 
choose D happily coincides with the fact that player 1, insofar as he is rational, 
actually plans to choose D. In a mixed strategy equilibrium, everyone’s expecta-
tions can be rational, yet systematically false. Furthermore, when it comes to 
actually deciding what to do, both players are free to ignore the strategies that 
they assign to themselves under the equilibrium.

This means that in order to arrive at a mixed strategy equilibrium, players 
must basically set aside the question of  what anyone might actually do, and spe-
cifi cally go looking for a set of  beliefs that will terminate their regress of  anticipa-
tions. Players will then adopt these expectations, not because they expect them 
to come true, or plan to make them come true, but simply because they provide 
a stop to the regress. This makes these beliefs seem more like useful fi ctions than 
serious expectations. This might be set aside as merely a peculiarity of  these 
equilibria, except that it renders even more acute the problem of  where the play-
ers’ initial hypotheses about possible actions are supposed to come from.

There have been a variety of  proposals aimed at resolving this diffi culty 
consistent with the overall reductionist ambitions of  the game theory project. 
First, it is worth mentioning that the introduction of  refi nements on the Nash 
equilibrium concept has resulted in a slight reduction in the size of  the solu-
tion sets. Some of  these refi nements, like subgame-perfection and trembling-hand 
perfection, simply correct for the fact that the Nash solution concept places no 
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constraints on  players’ responses to zero-probability events.27 While these refi ne-
ments are clearly simple extensions of  the formal conception of  strategic ratio-
nality, a number of  other refi nements go much further, introducing substantive 
constraints on the range of  admissible outcomes. These include, for instance, 
restrictions that serve to eliminate Pareto-dominated equilibria.28 While these 
are in some sense quite plausible, they introduce principles or considerations 
that simply are not implied by the instrumental conception of  rationality, and so 
represent an obvious departure from the reductionist program.

Either way, it should be fairly obvious that there is only so much that can be 
accomplished by way of  refi nements. In a game like Battle of  the Sexes, which 
has two perfectly symmetric pure strategy equilibria, there is, from a purely 
rational standpoint, simply no relevant difference between them that could serve 
as a basis for the elimination of  one or the other. Refi nements serve to elimi-
nate equilibria that are, in some often subtle sense, defective. It therefore seems 
quite unlikely that the general equilibrium-selection problem can be adequately 
addressed in this manner.

The second major hope was that equilibrium selection problems might be due 
to the fact that simple “one-shot” games, like the ones shown above, represent 
too short a time frame for agents to effectively coordinate expectations. It was 
hoped that over repeated plays of  the same game, a dominant equilibrium might 
emerge. This hope was soon dashed by the discovery that over repeated plays of  
the same game, where players are able to choose actions for each stage game 
that are conditional on the actions taken by other players in the previous game, 
the set of  equilibria is dramatically enlarged. Most important, proof  of  the so-
called “folk-theorem” established that for infi nitely repeated games, or fi nitely 
repeated games where there is some uncertainty as to when the sequence will 
end, the set of  sustainable equilibria is infi nitely large.29 Although this wild pro-
liferation of  equilibria does not occur in all fi nitely repeated games, under no 
circumstances is the number of  equilibria reduced. The basic reason is that iter-
ation of  the game allows players to adopt strategies that prescribe a complicated 
pattern of  different actions for different stage games. This not only increases the 
size of  their strategy sets, but makes it so that their past actions continue to be 
an unreliable indicator of  their intentions in future play.

The fi nal, and perhaps most widely shared hope, was that the introduction 
of  some kind of  communication system would help players select an equilib-
rium. Naturally, there was never any question of  introducing primitive semantic 
resources into the game (such as a separate class of  actions that would carry 
some coded information content), since this would amount to an abandonment 
of  the reductionist program. The idea instead was that a communicative interac-
tion might be modeled as a special type of  multistage game, in which one play-
er’s choice of  action allowed others to make accurate inferences about his beliefs 
or intentions. A communication system of  this type could then be pegged onto a 
variety of  standard games as a “preplay” segment, allowing one or more players 
to effectively announce their intentions before beginning the game.

This idea was abandoned when it was discovered that models of  this type also 
have the unfortunate consequence of  increasing, rather than decreasing, the 
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number of  equilibria.30 Because the “meaning” of  each player’s signal is not 
fi xed exogenously but is determined by the effective equilibrium, a new equilib-
rium can always be created by permuting the mapping of  meanings to actions. 
To illustrate, since the relationship between sounds and meanings is essentially 
arbitrary, for every equilibrium in which “left” means left and “right” means 
right, there will be another in which “left” means right and “right” means left. 
As long as this relationship is common knowledge, no agent has any reason to 
prefer one over the other.

In addition to this, there is the “problem of  neologisms.”31 Since the meaning 
of  messages is determined by the effective equilibrium, the occurrence of  any 
message that is not anticipated under the equilibrium is a zero-probability event. 
This means that Bayesian reasoning places no constraints on the meaning that 
players can ascribe to such a message. This gives rise to a new batch of  equilibria 
in which players assign to any message that is not expected the same meaning 
as one of  the messages that is expected, rendering the sender indifferent between 
the two. Because messages in these games are not directly associated with pay-
offs, none of  the standard equilibrium refi nements are able to screen out such 
deviant interpretations. Thus, assuming that players have available a composi-
tional language, the equilibrium set of  every such game will be infi nitely large.

The intractability of  the equilibrium selection problem creates a serious prob-
lem for the game theory project in its strict reductionist form. It appears that 
instrumental rationality is simply indeterminate—it fails to yield a single practi-
cal recommendation in contexts of  social interaction. This is a relatively serious 
fl aw, since the Nash equilibrium solution concept does not do anything to specify 
the mechanism through which agents are supposed to arrive at the beliefs that 
sustain the equilibrium. All it does it pick out sets of  beliefs and intentions that 
are not self-contradictory. As Cristina Bicchieri puts it:

[Nash’s] admittedly limited defi nition of  mutually rational beliefs would be 
completely satisfactory were game theory just bound to defi ne what an equi-
librium is and the conditions which make it possible. . . . Yet normative game 
theory’s aim is to prescribe actions that will bring about an equilibrium, 
which means providing a unique rational recommendation on how to play. 
Indeed, if  the task of  the theorist were limited to pointing to a set of  rational 
actions, the players might never succeed in coordinating their actions, since 
different agents might follow different recommendations. Thus a unique 
rational action for every player must be recommended, together with a 
unique belief  about the behavior of  other players justifying it.32

Roger Myerson, one of  the strongest proponents of  rationality-based game 
theory, suggests that this indeterminacy problem reveals “an essential limit on 
the ability of  mathematical game theory to predict people’s behavior in real con-
fl ict situations and an important agenda for research in social psychology and 
cultural anthropology.”33 If  this is correct, then it has signifi cant consequences 
for the instrumental conception of  rationality, since it demonstrates that, in a 
wide variety of  social interactions, agents are simply not able to make the infer-
ence from a desired outcome back to a favored action. The “overwhelmingly 
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plausible” idea that agents make decisions by ranking outcomes, then choosing 
the action that gives them the prospects, relative to this ranking of  outcomes, is 
still overwhelmingly plausible; it is just that agents involved in social interactions 
are no longer capable of  doing so.

1.4. The Problem of Order

The indeterminacy problem is the fi rst major diffi culty that the instrumental 
conception of  rationality encounters when the attempt is made to extend it from 
nonsocial to social contexts. It is something of  a glaring defect. For example, it 
raises questions about how rational individuals could manage simple tasks like 
passing on a sidewalk without colliding.34 There are two equilibria: the fi rst per-
son goes left, the second goes right; and the fi rst person goes right, the second 
goes left. Furthermore, regardless of  how either one feels about left or right pass-
ing, they are both interested in avoiding collisions. This means that each one 
wants to go left only if  the other is going right, and wants to go right only if  the 
other is going left. So how does either of  them choose? It would appear that—
absent further supplementation—game theory, and hence a strictly instrumen-
tal conception of  rationality, cannot tell us.

This is not the end of  the problems, however. The second major diffi culty with 
the instrumental conception of  rationality has a more overtly normative dimen-
sion, although it, too, generates an explanatory defi cit. The basic problem is that 
game theory appears to recommend courses of  action to us that are collectively 
disastrous. In fact, many of  the “utility-maximizing” courses of  action recom-
mended constitute patterns of  behavior that, in everyday life, we would usu-
ally identify as being “dumb” (or at least “self-defeating”). Specifi cally, situations 
may arise in which every agent involved in an interaction could be made better 
off  by being prevented from pursuing a utility-maximizing course of  action.

The most celebrated instance of  this is the prisoner’s dilemma. Consider 
figure 1.8. Both L and U are strongly dominated strategies in this game, so the 
only equilibrium is (D,R). However, (D,R) gives a payoff  of  only (1,1), whereas 
(U,L) gives a payoff  of  (2,2). Thus (U,L) is better for both players. Unfortunately, 
(U,L) is unobtainable—if  player 2 thought player 1 was going to play U, she 
would switch to R, and if  player 1 thought that player 2 was going to play L, he 
would switch to D. Actually, it doesn’t even matter what either of  them thinks 
about the other—D and R are always the best strategies. And yet they produce 
an outcome that is worse for both players than (U,L).

In the vocabulary that has become standard in the literature, actions like 
L and U are referred to as “cooperative” (since if  players were to sit down and 
discuss the situation beforehand, they should be able to agree to perform those 
actions.) However, when it comes time to act, both players have an incentive to 
defect from this agreement (thus the noncooperative strategy in this game has 
become known as “defect”). The person who defects is also called a “free rider,” 
because he is trying to secure the advantages of  cooperation, without doing his 
part to sustain the cooperative solution.
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The prisoner’s dilemma is, in fact, just a special instance of  a more general 
problem, which is that the equilibria of  games need not be Pareto-optimal. (A 
situation is Pareto-optimal just in case it is impossible to increase one person’s 
payoff  without lowering someone else’s. Thus the fact that equilibria need not 
be Pareto-optimal means that there may be other outcomes in which at least 
one person could be made better off, and no one worse off.) Many more com-
plex games exhibit this same characteristic. Consider fi gure 1.9, which presents 
a rough sketch of  what we commonly call a “race to the bottom.” On the fi rst 
iteration, strategies R and D get eliminated (they are dominated), so it looks like 
players can get, at best (3,3) rather than (5,5). But on the second iteration, strat-
egies C and M have now become dominated, and so they, too, get eliminated. 
This leaves (U,L) as the sole equilibrium. As a result, the players wind up each 
getting a payoff  of  1. Thus a race to the bottom consists of  a set of  “embedded” 
prisoner’s dilemmas, in which the outcome becomes progressively worse with 
each new cycle of  reasoning (or with each new play of  the game, if  the choices 
are occurring sequentially).

Finally, it is possible for more than two people to get into a prisoner’s dilemma. 
Whenever individuals are able to improve their own condition in a way that 
imposes a cost on others, it will normally be the utility-maximizing course of  
action to do so. However, when everyone does this, the accumulated costs may 
easily outweigh the advantages achieved through defection—leaving every-
one worse off  than they were to start with. When this happens in groups it is 
known as a collective action problem or, more colorfully, as a “tragedy of  the 
commons.”35

Many theorists have thought that there is something paradoxical about 
these sorts of  situations, and so have tried to come up with a “solution” to the 
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 prisoner’s dilemma. This has usually taken the form of  some abstruse form of  
reasoning designed to show that it is really “rational” to cooperate in interac-
tions that have this structure.36 There is good reason to believe, however, that the 
situation must be more complex than this. After all, real people going about their 
daily affairs all routinely fall into prisoner’s dilemmas—it’s usually impossible to 
drive down a city street for fi ve minutes without getting into one. Furthermore, 
individuals often continue to defect, even when they know it is contributing to 
their own problems, simply because they have no incentive to stop. Thus the fact 
that instrumental reasoning often leads us into prisoner’s dilemmas may not be 
a defect in the theory, but rather just a feature of  the human condition—there 
may be nothing paradoxical about it. As Thomas Schelling put it: “Things don’t 
work out optimally for a simple reason: there is no reason why they should. 
There is no mechanism that attunes individual responses to some collective 
accomplishment.”37

Take some typical examples: Gridlock is a collective action problem that 
arises when streets are heavily congested. Cars enter an intersection on a green 
light, but because of  congestion ahead, are unable to clear the intersection. As 
a result, when the light changes, cars traveling on the other road are unable to 
get through, causing congestion that may lock up the intersection behind them. 
If  this happens two more times, the intersections on all four corners of  a block 
can get locked up. The amazing thing about gridlock is that if  the streets are 
one-way it can last forever, since the four obstructions may become mutually 
reinforcing. Then it can only be corrected if  someone somewhere backs out of  an 
intersection. So this is clearly a suboptimal outcome. The reason it is so common 
is that the interaction has the structure of  a prisoner’s dilemma. Each driver has 
a choice of  either entering the intersection as soon as possible, or else waiting to 
ensure that the intersection can be cleared before entering. The danger is that 
if  you don’t enter the intersection right away, the cars going the other way may 
lock you out. Furthermore, if  you do enter the intersection, the worst that can 
happen is that you block the cars going the other way—you still get through 
faster. So while choosing to enter increases the average travel time on the road, 
those who enter rather than wait nevertheless always reduce their own personal 
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travel time. Thus if  everyone reasons instrumentally, then everyone will choose 
to enter, and average travel time will increase (as shown in fi gure 1.10).

Because of  the nature of  traffi c fl ow, this is a “one-shot” prisoner’s dilemma. 
People often get into these situations inadvertently—by the time they realize 
what they’ve done, it’s too late. However, it is also quite common for people to 
get into races to the bottom. Here they have ample time to refl ect on the con-
sequences of  their actions. The fact that they so often persist strongly supports 
the view that instrumental rationality does in fact recommend defection in 
these situations. For example, anyone who has lived in an apartment building 
knows what it is like to listen to a neighbor’s music through the wall. Many peo-
ple respond to the problem by putting on some music of  their own, in order to 
drown out the offensive noise coming from next door. This can generate a typical 
prisoner’s dilemma. Suppose one person puts on some music at fairly high vol-
ume. This irritates her neighbor, who responds by putting on some music of  his 
own. Note that he would rather not listen to any music at all, but if  he does have 
to listen to some, he would rather listen to his own than his neighbor’s. However, 
once he puts on his stereo, his neighbor can now hear some of  his music fi lter-
ing through her wall, which diminishes her listening enjoyment. But she can 
hardly turn off  her stereo now, since that would make the music from next door 
even more irritating. So she turns her stereo up. Now the race to the bottom 
has begun. If  her neighbor responds by turning up his stereo, she may have no 
choice but to turn her own up again. Eventually they may fi nd themselves listen-
ing to their own music at such high volume that they would both prefer silence. 
But neither is in a position to unilaterally call off  the competition.

The fi rst person to suspect that these sorts of  collective action problems might 
be all-pervasive was Hobbes. If  our natural inclination is to reason instrumen-
tally, then

there is no place for Industry; because the fruit thereof  is uncertain: 
and consequently no Culture of  the Earth; no Navigation, nor use of  the 
commodities that may be imported by Sea; no commodious Building; no 
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Instruments of  moving, and removing such things as require much force; 
no Knowledge of  the face of  the Earth; no account of  Time; no Arts; no 
Letters; no Society; and which is worst of  all, continuall feare, and danger 
of  violent death.38

All of  these activities will be impossible because they require cooperation. The 
state of  nature will be unappealing, in Hobbes’s view, not because people are 
evil, or because they have the wrong sort of  motives, but simply because they 
pursue their interests in an instrumental fashion. (Thus Hobbes’s characteriza-
tion of  the state of  nature does, as I suggested earlier, follow quite directly from 
his assumptions about the nature of  practical rationality.)

All it takes is a little bit of  laziness in order to generate a prisoner’s dilemma. 
Take, for instance, Hobbes’s claims that people in the state of  nature will be inca-
pable of  “removing such things as require much force.” This seems like a very 
odd claim, and it has received very little mention in the literature. What could 
be the reasoning here? Why should people be unable to get together to lift heavy 
objects? The problem is that work effort, in this case, is unobservable. Suppose a 
group of  six people get together to lift a rock. If  every one of  them put a moder-
ate amount of  effort into it, they could easily pick it up. However, each one might 
reason as follows: “Why should I throw my back out lifting this rock? If  I choose 
not to push quite as hard, the others will certainly take up the slack.” Of  course, 
if  they all reason this way, the rock will go nowhere. This is a classic collective 
action problem. Call it the pallbearer’s dilemma.

Some people have taken this prima facie consequence of  rational choice 
theory—that one should always defect in a prisoner’s dilemma—to undermine 
the normativity of  instrumental rationality. It leads us to question whether we 
should always follow the recommendations of  the instrumentalist, or whether 
we might not be better off  adopting some other sort of  standard of  choice. The 
most explicitly formulated version of  this claim is the one developed by David 
Gauthier, who argues that self-interest should lead us to choose a choice disposi-
tion that recommends noninstrumental (or non-utility-maximizing) choice in 
particular circumstances.39 However, I would like to set these arguments aside 
for the moment, in order to focus on a more basic diffi culty. Both the problem 
of  indeterminacy and the problem of  suboptimality present a challenge to the 
empirical adequacy of  the instrumental conception of  rationality. While we 
often fall into suboptimal interaction patterns, we also have a somewhat myste-
rious ability to avoid them in many circumstances. Much of  the time, people are 
able to organize their interactions in a way that is both coordinated and coopera-
tive. While we do sometimes experience failures of  cooperation—and while we 
do sometimes run into diffi culties passing each other on the sidewalk—the fact is 
that most of  the time we are able to avoid these sorts of  problems. We sometimes 
even act cooperatively—forgoing opportunities for profi table defection—just for 
fun.

To take just one example of  this, patrons at drive-through Tim Hortons donut 
shops in Canada sometimes like to amuse themselves by playing the following 
game: One person starts things off  by paying not only for his own order, but 
for the order of  the person in the car behind him (which, by the time he is at 
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the window, will already have been placed). Thus the person behind will be sur-
prised to discover, when she fi nally reaches the drive-through window, that her 
order has already been paid for by the person ahead, who has at this point driven 
off. She responds, in turn, by paying for the order of  the next person behind. 
This continues until someone fi nally defects and simply drives off  with his or her 
free coffee and donut. Employees at Tim Hortons report, however, that during 
morning rush hour, the “pay it forward” system will often be sustained for half  
an hour or longer. The fact that cooperation is so obviously vulnerable to defec-
tion in this system is, presumably, one of  the reasons that people take pleasure in 
creating and sustaining it.

Everyone is presumably familiar with “pay it forward” anecdotes of  this 
sort. More rigorous data is also available. Experimental game theory has dem-
onstrated unequivocally that randomly selected subjects, thrown together into 
one-shot anonymous interactions, are able to achieve levels of  cooperation and 
coordination that far exceed those predicted by standard rational choice the-
ory.40 The question is what sort of  resources these subjects are using in order to 
manage their interactions, and to achieve these outcomes. If  the resources being 
deployed can all be modeled within the framework of  the instrumental concep-
tion of  rationality, then there is really no problem, and so no normative issue to 
be addressed. But if  they cannot, it suggests that the reductionist game theory 
program is a failure, and that the model of  action should be expanded in order to 
incorporate noninstrumental deliberative considerations.

1.5. Conclusion

The two problems outlined above—the problem of  coordination and the prob-
lem of  cooperation—are often bundled together and referred to as “the problem 
of  order.” In the following chapter, I will consider the various solutions to this 
problem that have been proposed over the years. For the moment, I would just 
like to comment briefl y on what is at stake in this discussion. The instrumental 
conception of  rationality derives much of  its plausibility from the intuitively 
appealing character of  the psychological assumptions with which it begins. 
However, this initial elaboration of  the instrumental model—including the 
expected-utility-maximization theorem—is done with respect to completely 
nonsocial choice problems. It is only after the model has been fully specifi ed that 
an attempt is made to generalize it to handle social interaction. At this point, 
the model encounters very substantial diffi culties. The regress of  anticipations 
that arises in social interactions threatens to undermine our ability to select 
an instrumentally rational course of  action in these contexts. Furthermore, 
there is no a priori reason to believe that such a problem should be resolvable. 
Equations containing two variables are a completely different kettle of  fi sh from 
equations with only one. Game theorists have made a valiant effort, but the 
problem of  order shows that much of  the theoretical debt incurred remains 
outstanding (in fact, the problem of  order just is the segment of  the debt that 
remains outstanding).
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Not only is there no a priori reason to suspect that the problem of  order 
should be resolvable within the framework of  an instrumental conception of  
rationality, there is good reason to think that it should not be. In the background 
of  the instrumentalist strategy is an assumption that, on refl ection, can easily 
be seen to be dubious. The idea that decision theory should provide the “founda-
tions” for game theory amounts to the assumption that all of  the “equipment” 
a rational agent brings to bear on the world is already in place and deployed in 
nonsocial contexts. It is, as von Neumann and Morgenstern astutely observed, 
a “Robinson Crusoe” conception of  rationality. When other people come along, 
they get treated as simply more complex objects. The goal of  strategic reasoning 
is, quite literally, to parameterize human behavior, so that the actions of  others 
can be predicted like any other natural event.

The plausibility of  this approach has a lot more to do with the popularity of  
certain sorts of  philosophical theories of  mind than with any sort of  empirical 
psychological evidence. It’s not as though actual human infants learn how to 
deal with “easy stuff ” like tables and balls fi rst, then go on to deal with more 
complex subjects, like their mothers. They learn to deal with people fi rst. It is 
in fact a commonplace observation in developmental psychology that human 
infants begin by treating all objects in their environment as essentially social, 
and only much later learn to separate out the animate from the inanimate, and 
the nonhuman from the human. Thus it is quite possible that we do not “build 
up” from reasoning in nonsocial to social contexts, but rather, we “scale back” 
our reasoning when we drop down from social to nonsocial contexts. From this 
perspective, it is quite plausible to think that the resources we deploy in nonso-
cial contexts might be a subset of  the full set of  cognitive resources we deploy in 
everyday social interactions—and thus that a reduction of  social to nonsocial 
choice problems should not be possible.

If  this is the view, then the best way to elaborate a theory of  practical rational-
ity would be to begin with an analysis of  the structure of  social interaction, in 
order to see what sort of  resources people appear to be using to organize these 
exchanges. Once this is done, an attempt can be made to develop a more for-
mal model of  the relevant deliberative processes, one that will parallel the sort 
of  elaboration that provided us with the decision-theoretic model of  practical 
deliberation. Unfortunately, the dominant inclination among economists has 
not been to expand the model of  rational action, but rather to drop the rational-
ity postulate entirely, in favor of  evolutionary or behavioral models of  action. 
Thus “cooperation” often gets mentioned in the same breath as cognitive biases, 
framing effects, bounded rationality, and other well-known instances in which 
individuals are clearly violating the canons of  “ideal” rationality. This is prema-
ture. The fact that the mostly strictly reductionist model of  practical rationality 
on offer fails to explain several aspects of  social interaction does not render the 
concept of  rational action as a whole methodologically otiose. It merely suggests 
that a less psychologically austere model may have greater success.



One of  the hardest things to understand about humanity is how it is that we can 
be such sociable creatures and, at the same time, so prone to destructive and anti-
social forms of  behavior. Our sociability extends far beyond the obvious fact that 
we rely on complex forms of  cooperation in order to secure our physical survival. 
Most of  us spend our entire lives embedded in a dense web of  social relations, 
which we depend on both psychologically and emotionally. When we get lonely, 
we go looking for company and conversation, deriving pleasure from the simple 
act of  talking with another person. But at the same time that we are so power-
fully bonded to one another, we also routinely engage in activities that benefi t us 
at the direct expense of  others. The problem is not just with overtly aggressive 
behavior. People can be extremely uncooperative in very routine affairs, often 
refusing to set aside their own interests even when it makes everyone worse off  
in the end.

Immanuel Kant suggested that understanding the nature of  this latent 
antagonism—what he called our “unsocial sociability”—was the key to under-
standing the development of  human society.1 This tension between our social 
and antisocial tendencies has, for subsequent generations of  philosophers and 
social theorists, given rise to a number of  extremely diffi cult technical ques-
tions. For centuries, they have been puzzled, not just by how social order in 
human societies is achieved, but by how it is even possible. In some ways, we 
know more about how the activities of  ant colonies are organized and repro-
duced than we do about how human societies function.2 People often engage 
in patterns of  interaction that involve an amazing level of  coordination, but 
our dependence on cultural transmission of  these social structures suggests 
that we are not “hardwired,” or programmed, to interact in these ways. Given 
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this instinctual underdetermination of  behavior, it is unclear how these stable 
patterns of  social interaction are possible at all. According to sociologists Peter 
Berger and Thomas Luckmann:

The human organism lacks the necessary biological means to provide sta-
bility for human conduct. Human existence, if  it were thrown back on its 
organismic resources by themselves, would be existence in some sort of  
chaos. Such chaos is, however, empirically unavailable, even though one 
may theoretically conceive of  it. Empirically, human existence takes place 
in a context of  order, direction, stability. The question then arises: From 
what does the empirically existing stability of  human order derive?3

But at the same time that human societies exhibit a greater level of  order than 
our biology might lead one to predict, we are also capable of  doing things that, 
while not producing total chaos, do involve catastrophic failures of  cooperation 
or coordination. Often these failures are not induced by external events, but 
arise entirely as a consequence of  actions taken by individuals within the soci-
ety (with “crime waves” and civil wars being the most conspicuous examples). 
In human societies, elements of  the social structure sometimes fall apart, and 
often no one is quite sure why (in part, this is because no one is sure what makes 
them hang together in the fi rst place). When we refer knowingly to the “rise and 
fall” of  empires, we are tacitly suggesting that every form of  social organization, 
no matter how successful, eventually succumbs to its own inner tensions. There 
appear to be both centrifugal and centripetal forces at work in every society, but 
the nature of  these forces is very poorly understood.

Many attempts have been made to explain the orderliness of  social interaction 
in instrumental terms. The general strategy here has been to claim that there is 
some mechanism at work in certain social contexts that creates a harmony of  
interest among individuals. Social order, according to this view, is nothing other 
than a consequence of  individually maximizing behavior under the correct set 
of  institutional circumstances. The background image here is of  course that of  
a market economy, which is widely thought to supply a system of  incentives that 
seamlessly integrates the interests of  instrumentally rational individuals in such 
a way as to produce mutually benefi cial outcomes. The challenge is then to show 
that such mechanisms exist in other domains of  social interaction, and that a 
set of  agents, acting instrumentally, could be motivated to perform the sorts of  
actions needed to create or sustain social order.

In this respect, the various instrumentalist theories on offer have not been 
especially successful. Of  course, there is no question that instrumental rational-
ity is going to form an important part of  any story that is to be told about social 
interaction. Social institutions clearly provide individuals with incentives, and 
individuals often respond to these incentives in a purely instrumental fashion. 
So the issue is not whether the instrumental conception of  rationality is false, 
since there can be no doubt that it captures an extremely important aspect of  
our reasoning (and that it explains social phenomena like traffi c gridlock or 
atmospheric pollution). The question is whether it provides the complete story, 
or whether there might not be something else going on as well. More specifi cally, 
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there is no doubt that instrumental rationality does a good job of  explaining the 
“unsociable” part of  our “unsociable sociability.” The question is whether it can 
also explain, or even accommodate, the “sociability.”

The most popular alternative to the strictly instrumental view suggests that 
social order cannot be explained in terms of  self-interest alone, but that it requires 
commitment to some set of  shared social norms. Without such norms, agents 
simply lack the “glue” needed to hold together stable cooperative arrangements. 
We might refer to this view, for convenience, as the “sociological” perspective.4

Of  course, there are a variety of  ways in which this claim can be formulated—
not all of  which are incompatible with instrumentalism. The version I will focus 
on here claims that norms are important insofar as they generate deontic con-
straints on the pursuit of  self-interest. In other words, norms are relevant insofar 
as they provide nonconsequentialist reasons for or against a particular action. It 
is only when formulated this way that the “social norms” postulate adds some-
thing to the story beyond what the standard instrumentalist conception is able 
to provide.

The literature on this subject is very complex, and not always as sharply 
focused as it might be. I will offer a brief  overview here, in order to bring out 
what I take to be the major theoretical insights. I begin by examining the limita-
tions of  instrumentalist theories, before going on to examine the “sociological” 
alternatives. However, my overview of  instrumentalist theories in this chapter 
is somewhat selective, insofar as I examine only those theories that attempt to 
explain social order without modifying the standard decision-theoretic model 
outlined in chapter 1. It is only by seeing the limitations of  this strategy that 
one can understand the motivation for the various attempts to modify decision 
theory in such a way as to incorporate norms (or more generally, to suspend the 
consequentialism hypothesis), which will be discussed in the following chapter.

2.1. Instrumental Approaches

There is one respect in which the question of  how social order is achieved in 
human societies is not mysterious. There is widespread agreement that rules play 
an extremely important role in securing cooperation. Take, for example, the col-
lective action problem that generates traffi c gridlock. In some parts of  the world, 
we resolve this by making it illegal to block an intersection. Many big cities have 
a large crosshatched square painted in the middle of  downtown intersections—
anyone caught in the square when the light changes is subject to a fi ne. In other 
parts of  the world (usually where the consequences of  blocking an intersection 
are not as severe), we rely on moral restraint in order to resolve the problem. 
When learning to drive, people are taught not to enter the intersection prema-
turely, as a courtesy to other drivers. The rule is also enforced through informal 
social sanctions, such as honking at those who get stuck blocking the intersec-
tion, even though they are unable to move. In either case, it is fairly obvious 
not only that the existence of  the rule is what resolves the underlying collective 
action problem, but that the rule exists precisely in order to resolve this problem.
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Unfortunately, invoking rules as a solution to the problem of  order has more 
the effect of  displacing the theoretical puzzle than resolving it. This is because 
getting people to endorse a rule in the abstract, or ex ante, is not the same as 
getting them to comply with it at the point of  decision. The mere introduction 
or invocation of  a rule does not change the underlying incentive structure. It is 
still in the interest of  drivers to enter an intersection on a green light, regardless 
of  whether they will be able to clear it. Thus there remains some question about 
how the rules are rendered motivationally effective.

In considering this question, the fi rst thing that most theorists of  an instru-
mentalist persuasion have picked up on is the fact that the rules are enforced.
Drivers are fi ned, or worse, for committing traffi c violations. Discourteous driv-
ers are honked and gestured at. Avoiding these sanctions provides drivers with 
an obvious incentive to obey the rules of  the road. Hobbes turned this common-
place observation into a general theory about how social order is maintained. 
“Covenants,” he said (somewhat dramatically), “without the sword, are but 
words.”5 He argued that people will obey the rules only if  it is in their interest 
to do so, and the only way to make it in their interest to do so is to take away the
benefi ts of  free riding. This can be done by instituting a sanctioning system that 
punishes those who break the rules and rewards those who comply.

The advantage of  this analysis, from Hobbes’s point of  view, is that the 
motivating force of  external sanctions can be understood quite easily in 
instrumentalist terms. There is nothing mysterious about wanting to avoid 
a traffi c ticket. Enforcement of  the rules simply changes the environment in 
such a way that the “free rider” strategy is no longer utility-maximizing. The 
collective action problem disappears because the payoffs change. This analy-
sis, however, while making the operations of  the rule quite intelligible from 
the standpoint of  the person being sanctioned, makes things somewhat mys-
terious from the standpoint of  the person who is applying the sanctions. This 
question is one that Hobbes never adequately addressed. What motivates the 
individual doing the sanctioning? Most people, despite having some measure 
of  retributivist sentiment, fi nd the actual task of  punishing other people to be 
a burden. But in order for the threatened sanction to work, the threat must 
be credible. This means that the sanctionee must believe that the sanctioner 
truly intends to carry out the action. Unfortunately, the same logic that pre-
vents instrumentally rational agents from making credible promises to coop-
erate also prevents them from making credible threats to punish defectors. 
Consider fi gure 2.1.

The equilibrium of  this game is (U,R). However, it would clearly be to player 
2’s advantage if  she could in some way publicly commit herself  to playing L in 
the event that she was called on to move. If  player 1 believed that player 2 would 
choose L, then he would select D, which would be to player 2’s advantage. Player 
2 could perhaps threaten player 1 with the (0,0) payoff  in order to force his 
hand. Unfortunately, this will not work. Player 2 could make such a threat, but 
would never actually carry it out if  called on to do so. Thus player 1 will continue 
to play U, and player 2, faced with the choice between getting 0 and getting 1, 
will choose the payoff  of  1.
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When one person threatens another, he makes a claim of  the sort “If  you 
don’t do x, I will perform mutually damaging action y.” It is important to note 
that the action threatened must be mutually damaging. If  it were not suboptimal 
for the threatener, then there would be no point in threatening it. For instance, 
when the police say to an armed suspect “Surrender or we’ll shoot you,” it is 
assumed that they would prefer not to shoot him. If  the police wanted to shoot 
him, they would do it anyway (regardless of  whether he surrendered), and so it 
would not be an effective threat. This means that in order to threaten, players 
have to be willing to engage in non-utility-maximizing actions. But since this 
is precisely what instrumentally rational agents are unwilling to do, there can 
be nothing but empty threats in strategic contexts. This illustrates a point long 
familiar to game theorists, which is that threats and promises have a similar 
action-theoretic structure, and that both are, from an instrumental perspective, 
irrational.6 So it turns out that threats, without the sword, are but words as well. 
But since threats are supposed to be the sword, something of  a regress problem 
looms large here.

Hobbes, in order to explain how individuals might be motivated to keep 
promises, suggests that they might create a sovereign power, which would pun-
ish them in the event that they defected. In so doing, he essentially appeals to 
threats in order to explain the binding force of  promises—simply failing to 
notice that the former are just as problematic as the latter. As a result, he is not 
able to explain how an authority capable of  punishing defectors could arise in 
the state of  nature, that is, out of  purely strategic interaction. The problem can 
be seen very clearly from the simple observation that punishing people usually 
involves costs for the person who is doing the punishing. The question, then, 
is what incentive anyone has to carry out the punishment. Certainly it can be 
somewhat uncomfortable having to complain or harass people who aren’t pull-
ing their weight. This gives rise to a new free-rider problem: everyone may put 
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Figure 2.1 Empty threat.
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off  punishing the person who isn’t playing by the rules, in the hope that some-
one else will do it.

This happens all the time. Consider the familiar situation where someone 
brings too many items to the express checkout line in the grocery store. Everyone 
else in the line will typically say nothing, yet wish that someone else would con-
front her.7 As a result, the wrongdoer is able to get away with it, because her 
actions are not suffi ciently harmful to any one individual to make it worthwhile 
to sanction her. Punishing defectors and free riders is a kind of  social service, 
since it generates a positive externality for all those who are harmed by the defec-
tion.8 But because it usually must be carried out by one person, there is a prob-
lem motivating individuals to do the punishing. This means that people can get 
stuck in a suboptimal strategic equilibrium in which they make rules, but then 
no one punishes those who break them. (This is why evolutionary theorists refer 
to the type of  sanctioning that one sees in human societies as “altruistic punish-
ment,” and regard it as just as mysterious as “altruistic cooperation.”)9

Thus the simple Hobbesian solution to the problem of  order is a nonstarter. 
There are, however, a number of  more sophisticated ways to pursue the Hobbesian 
strategy. All of  them depend to varying degrees on the observation that people 
are not just involved in “one-shot” interactions, but that they encounter one 
another—and stand poised to engage in mutually benefi cial cooperation with 
one another—repeatedly over time. Cooperation may be benefi cial if  it increases 
the chances that others will behave cooperatively toward one in the future, that 
is, if  the cooperative act is embedded in a system of  reciprocity across time.

Of  course, the reverse must also be true: defection must increase the chances 
that others will not behave cooperatively toward one in the future. So while 
future cooperation provides the “carrot” in this model, there must still be a 
“stick.” The withdrawal of  cooperation, however, appears to be a more credible 
punishment mechanism than the threat of  mutually damaging action. It seems 
more sociologically plausible as well: people may not want to put themselves 
at risk in order to punish people who break the rules, but they will certainly 
be less inclined to trust that person in the future, and may even seek to avoid 
interacting with her. Many have felt that the “tit for tat” strategy made famous 
by Robert Axelrod articulates this sort of  conditional cooperative strategy quite 
well: “cooperate with those who have cooperated in the past, defect on those 
who have defected.”10

This intuition is what underlies the “folk theorem” (so called because the 
conclusion was widely believed by game theorists, long before it was formally 
proven) that implies that full cooperation is one of  the equilibria of  a repeated 
prisoner’s dilemma game. However, what the folk theorem shows—in the vari-
ous versions ultimately proven—is that conditional cooperation is a signifi cantly 
less robust mechanism than initially assumed. It is no accident that “tit for tat” 
was the winning strategy in an evolutionary game, because it is actually not a 
subgame-perfect equilibrium strategy in a repeated prisoner’s dilemma among 
rational agents—precisely because the simple one-turn withdrawal of  cooper-
ation that it uses as a punishment mechanism is not credible among rational 
agents.11 In other words, the strategy only works when hardwired (or played 
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by agents devoid of  foresight). Whatever incentive rational agents have against 
defection as way of  exploiting others will also, in general, serve as an incentive 
against defecting as a way of  punishing others. The type of  “revenge punish-
ment” that tit-for-tat agents are programed to carry out is, as such, not available 
to the instrumentally rational agent.

Thus the folk theorem in its most general form requires either a total collapse 
of  all cooperation in response to defection (“Nash reversion”) or an escalating 
series of  higher-order sanctions, so that people are punished for not punishing 
those who break the rules, and punished for not punishing those who do not 
punish those who break the rules, and so on.12 The former is very simple, but 
sociologically implausible (it would be as though the law were enforced by hav-
ing all of  society revert to the state of  nature in response to any criminality). 
The latter is very delicate. It is possible to construct a model in which individuals 
withdraw cooperation from those who have failed to cooperate, withdraw coop-
eration from those who fail to withdraw cooperation, and so forth. However, 
such a model turns out to be relatively nonrobust. It also suffers from sociologi-
cal implausibility.13 There are many circumstances in which collective action 
is sustained simply on the basis of  the trust that exists among participants 
that everyone will cooperate. In these cases, the participants themselves often 
acknowledge that there are no credible threats of  punishment, and so everyone 
has an incentive to defect.14 The recent literature on “social capital” has drawn 
attention to the importance of  such trust relations even in the economic sphere, 
where the instrumentalist account comes closest to providing a persuasive 
account of  social order.15 Not only does it strain credulity to imagine that the 
participants themselves are systematically confused about the true structure of  
their interaction, but the fact is that if  the participants don’t perceive there to be 
any sanctions, then in effect there are none. After all, sanctions work only if  they 
constitute credible threats, and in order to be credible, participants must at very 
least be aware of  them.

The most signifi cant limitation of  these models, however, is that the incentive 
to cooperate disappears as soon as the end point of  the game is known (and thus 
the “folk theorem” results obtain only in infi nitely repeated games). Since there 
can be no incentive to cooperate in the fi nal round of  a fi nitely repeated game, 
given that there will be no future cooperation, everyone can anticipate that 
everyone will defect in the penultimate round, because one will be “punished” in 
the fi nal round regardless of  what one does. This means that there is no incen-
tive to cooperate in the third-to-last round, because one will be “punished” in the 
second-to-last round regardless of  what one does, and so on. Backward induc-
tion (or “sequential rationality”) leads to the unraveling of  cooperation right 
back to the fi rst round. Similarly, if  individuals discount the future too heavily, or 
individuals change interaction partners frequently, or there is a high probability 
that the interaction will end, there will be no incentive to cooperate.

Finally, it should be noted that these models of  reciprocity are an excel-
lent example of  cases where a two-person game does not generalize easily to 
the n-person case.16 Withdrawal of  cooperation is a very blunt instrument for 
enforcing cooperation, because it does not allow individuals to enact targeted 
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punishment against a single defector (unlike retaliatory punishment, which 
usually does). Thus in a large-scale repeated collective action problem, the only 
way to enact punishment is for everyone to pull out of  the entire cooperative 
scheme—a response that damages everyone involved, not just the defector. So 
even if  it were possible to sustain cooperation among ideally rational agents, it 
only takes a small probability of  irrational conduct or error to create a very high 
probability that large-scale cooperative projects will collapse.17 Adding a com-
munication system, or a reputation mechanism (to sustain a system of  “indirect 
reciprocity”), does nothing to change this fundamental problem.18

Thus the core instrumentalist strategy, which focuses on the enforcement of  
cooperative arrangements as the key to understanding social order, is marred 
by the fact that, with the simple Hobbesian strategy, the selected explanans (pun-
ishment) is just as mysterious as the explanandum (cooperation), and with the 
more sophisticated strategy, the posited mechanism—reciprocal cooperation 
coupled with the threat of  withdrawal of  cooperation—is simply not a robust 
enough mechanism to explain the stability of  social order, and the ease with 
which individuals enter into cooperative arrangements. There is a vast literature 
on the subject, and theorists motivated by the vision of  a Hayekian “spontane-
ous order” continue to search for some purely strategic consideration that will 
transform the “race to the bottom” of  the Hobbesian state of  nature into the 
“race to the top” of  the competitive marketplace. It would be impossible to sur-
vey all of  these attempts here (not to mention those that are undoubtedly still to 
come). My goal has simply been to articulate the central conceptual diffi culties, 
in order to show why the general research program is widely regarded as mori-
bund.19 There has been an enormous movement among social theorists away 
from rationality-based modeling techniques toward evolutionary game theory 
models, precisely because the latter are regarded as immune to many of  these 
diffi culties. This will be discussed further in chapter 6. For now, the focus will 
remain on instrumental theories of  rational action.

2.2. Revealed Preference Theory

There are other explanatory strategies available to the instrumentalist, but none 
with the same level of  intuitive plausibility as the punishment model. It is pos-
s ible, for instance, to suppose that collective action problems are simply not as 
common as a superfi cial analysis of  social interaction would lead us to expect. 
There are no restrictions on the sorts of  preferences that we ascribe to agents 
within the instrumental model. Thus it is quite possible, for instance, to suppose 
that people refrain from creating gridlock because they feel bad about blocking 
other drivers. The appearance of  a collective action problem is created simply 
because the outcomes are being improperly specifi ed—people care not only 
about how quickly they get home but also about the sorts of  consequences their 
actions have for others. The assumption that they have a free-rider incentive 
arises only because of  the assumption that their desires are self-interested in a 
narrower sense than the instrumental model necessarily requires.
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There is no question that people do sometimes act cooperatively in order 
to avoid the consequences that defection would have for others (i.e., that they 
act from altruistic motives). The question is whether this mechanism is robust 
enough to provide a general account of  social order. Here the argument needs 
to be handled with great caution. First, it should be noted that the instrumental-
ist need not be committed to any particular theory of  how individuals wind up 
forming any of  their preferences, including any “cooperative” ones they might 
have. This is really a question about where the individual’s desires come from, 
which does not belong to the theory of  practical rationality strictly construed. 
So, because the content of  preferences is left unspecifi ed, there is nothing to pre-
clude “solving” the problem of  order by simply instantiating preferences in such 
a way as to generate precisely the level of  “orderliness” that social interaction 
in fact exhibits. The instrumentalist is free to suppose that agents acquire these 
sorts of  cooperative preferences through socialization (although some instru-
mental account of  why we choose to socialize people this way, and how we orga-
nize ourselves to carry it out, would then be owing). One might also suppose that 
sanctions are enforced because people—or at least enough people—simply have 
a preference for enforcing them (perhaps because they get upset, on observing a 
violation, and so derive pleasure from punishing the malefactor).20

The danger here is that the account of  preference required by the theory will 
become a “just-so story”—rigged up in such a way as to avoid producing any 
outcomes that are embarrassing to the instrumental conception of  rationality. 
Such an account of  preference also suggests that not only have game theorists 
and philosophers been quite mistaken about the sort of  preferences that people 
have, but that individuals themselves, engaged in routine social interactions, 
are also consistently mistaken.21 For example, a certain amount of  laziness is an 
almost constitutional feature of  all human beings. Given a choice between doing 
some work (like, say, making dinner or cleaning up the house) and having some-
one else do it, most people, all things being equal, would prefer that someone else 
do it. When two people with these sorts of  preferences interact with one another, 
it will almost automatically generate a collective action problem, as they both 
wait around a bit to see if  the other will do the job. Thus we should expect col-
lective action problems to be endemic in these sorts of  social interactions. This 
makes it a bit too convenient to suppose that people’s preferences just happen to 
be instantiated in such a way that they are able to avoid interactions with this 
structure. Furthermore, the individuals involved often perceive such interactions 
as having the structure of  a collective action problem. Since the way they act is 
determined by these perceptions, some explanation needs to be provided for the 
systematic misalignment of  perception and behavior posited by this account.

Many theorists have been tempted at this point to reformulate the instrumen-
tal model in such a way as to make it effectively unfalsifi able. “It may seem to be 
miraculous,” they say, “if  people just happen to enter these interactions with the 
sorts of  preferences that allow them to avoid suboptimal outcomes. But obvi-
ously they do. The fact that they cooperate shows that the interaction was mod-
eled incorrectly, and that it was not really a prisoner’s dilemma.” This is one way 
of  stating the “revealed preference” version of  utility theory, popular among 
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some economists. According to this view, agents will always act in accordance 
with their von Neumann–Morgenstern utility functions, because the latter is 
simply a mathematical shorthand used to represent the way that they actually 
act. Preferences are “read off ” of  agent behavior—hence the idea that prefer-
ence is revealed through choice. “It then becomes essentially a tautology that a 
rational person will fail to cooperate in the Prisoner’s Dilemma,” Ken Binmore 
writes.22 If  they do cooperate, it is because their preferences have been misrepre-
sented, and they are in fact playing some other game.

Unfortunately, most theorists who are tempted by this view fail to appreciate 
its enormous disadvantages. Binmore, for example, insists that game theorists 
are merely “toying with tautologies.” He compares the results of  game theory to 
mathematical theorems, which are also, he claims, tautologies. “They cannot be 
false because they do not say anything substantive.”23 Of  course, were this true, 
it would certainly come as a surprise to both mathematicians and logicians.24

Thus game theorists, if  they truly want to claim that their discipline is vacuous, 
should not take any solace from Binmore’s false analogy to mathematics (or pin 
their hopes on the success of  “neologicism”). Statements that are trivially true 
are just that, trivially true. Not only would such a theory lack explanatory or pre-
dictive value, it could not even be used to formulate explanations or predictions. 
Rational choice theory, on the other hand, has been the source of  enormously 
fruitful research hypotheses in the social sciences. It does a great disservice to 
this body of  work to trivialize the theory, merely to avoid having to deal in a 
forthright manner with the many anomalies it generates.

At any rate, there are much more serious problems with the doctrine of  
revealed preference. The most elementary is that preference is not in fact revealed 
through choice, even in nonsocial contexts. Because the instrumental view 
explains actions in terms of  belief  and preference, any particular ascription of  
intentional states will always be underdetermined by the available evidence. As 
Donald Davidson has observed, any action can be rendered consistent with any 
preference ordering, simply by varying the beliefs that are ascribed to the agent.25

(I may drink the coffee because I like coffee, or I may drink it because I like tea, 
and think that it is tea.) If  we take beliefs as fi xed, then preferences are revealed 
through choice; and if  we take preferences as fi xed, then beliefs are revealed 
through choice. But they cannot both be revealed simultaneously. Revealed pref-
erence theorists simply failed to notice this, because they took the agent’s beliefs 
for granted. Thus the only theory of  action that could be grounded in observed 
behavior would be one that explains the agent’s choice of  a as a consequence of  
a preference to do a. There is nothing to stop the theorist from advancing such 
a theory, although in this case the absence of  explanatory or predictive value is 
much closer to the surface. But insofar as we seek to explain this preference for 
a in terms of  some more complex set of  intentional states, we must abandon the 
hope that the theory could have such direct empirical foundations.26

Finally, it is sometimes suggested that the instrumental view can explain social 
order more easily if, instead of  using the highly idealized conception of  delibera-
tive rationality expressed in the utility-maximization theory, one adopted a more 
realistic account of  how people actually go about making decisions. Agents 
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 seldom have the time or energy to consider all of  their options, and to fi gure out 
which of  their strategies is the very best one. Usually they just look for a solution 
that is “good enough,” according to some fairly rough criteria. This is the idea 
underlying “bounded” conceptions of  practical rationality.27 According to this 
sort of  view, agents might choose to adopt a very general policy that calls for 
cooperating in prisoner’s dilemmas, and then simply stick to this policy without 
calculating whether it is the very best in all circumstances.

Such a move, unfortunately, does not really help things. There is no question 
that once we have a satisfactory account of  how a fully rational agent would 
deliberate under ideal conditions, we will have to produce a scaled-down ver-
sion of  it in order to capture how people actually reason under real-life condi-
tions. But in order to get the right conception of  bounded rationality, we need to 
start with the right theory of  idealized rationality, and whether the instrumental 
conception of  rationality counts as such is precisely what the problem of  order 
throws into question. In any case, introducing bounded rationality doesn’t help 
solve the problem of  order, since even epistemically or computationally chal-
lenged agents would not choose to cooperate in a prisoner’s dilemma. Playing 
strongly dominated strategies never benefi ts the agent, and so is no more attrac-
tive as a general rule of  thumb than it is as a particular game strategy. Thus, no 
matter how bounded the rationality of  agents may be, one of  the fi rst things 
they are going to fi gure out is that they always benefi t from defecting in prison-
er’s dilemmas.

2.3. Rule Instrumentalism

A slightly more radical response to the problem of  order, among theorists of  a 
broadly instrumental persuasion, has been to go back and reexamine the pro-
cess of  generalization that led from decision theory to game theory. Recall that 
the problems with the instrumental conception of  rationally begin to show up 
only when a second rational actor is introduced into the frame of  reference. 
Utility-maximizing actions taken in nonsocial contexts never lead to suboptimal 
outcomes, and the process of  deliberation is never indeterminate. It is only when 
decision-theoretic reasoning is applied to social interaction that the diffi culties 
begin. This has led several theorists to reconsider some of  the orthodox ideas 
that underlie the transition from decision theory to game theory. In particular, 
many have suggested that rule-following can be explained by reconceptualizing 
the structure of  strategic reasoning, and the associated set of  equilibrium solu-
tion concepts. According to this view, decision theory could be retained as an 
accurate characterization of  instrumental choice in nonsocial contexts; only the 
account of  social choice would need to be modifi ed.28

Most of  these theories have now converged on a position that we can refer to 
as a “planning theory.”29 The idea, roughly, is that agents do not choose particu-
lar actions. Instead they choose plans (which are basically temporally ordered 
sets of  actions). Their choice remains instrumental, insofar as the value of  a 
plan is a function of  the outcome or outcomes that it achieves. The difference 
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is that choice of  a plan implies a type of  commitment, or resoluteness, that is 
lacking in standard game theory. Agents who choose a plan will also stick to it, 
unless given some very specifi c reason not to. This is what explains, according to 
such views, the stability and orderliness of  social interaction.30

An example will help to illustrate the intuition that informs this approach. 
Consider the game shown in fi gure 2.2.31 The only equilibrium of  this game is 
for player 1 to play Down immediately, resulting in an outcome of  (2,2). This 
outcome is evidently Pareto-inferior (i.e., worse for both players), since if  player 
1 chose Across, player 2 chose Across, and player 1 then chose Cooperate, they 
would get (4,4). The problem is that player 1 has an obvious incentive to play 
Defect at the last stage. Since player 2 can easily anticipate this, she can be 
expected to choose Down. This leaves player 1 with a choice between (1,3) and 
(2,2). So evidently the best thing to do here is simply to play Down, and end the 
game before it even begins.

But playing Down must be quite frustrating for player 1. After all, this action 
eliminates any chance of  cooperation. Furthermore, the problem is not player 2. 
If  player 2 believed that player 1 would cooperate in the fi nal stage, she would 
happily choose Across. The problem is that she has no reason to believe that 
player 1 will actually do so. Thus, it is player 1’s own anticipated future defection
that makes cooperation impossible, and therefore leads him to make the non-
cooperative choice at the beginning of  the game. The problem is not that he cannot 
trust player 2, but that he himself  cannot be trusted.

Contemplating interactions of  this sort has led many theorists to the conclu-
sion that there simply must be some instrumental rationale for player 1 to choose 
[Across, Cooperate] rather than [Down].32 After all, how could it be rational to 
choose an outcome with a payoff  of  2, when it is within one’s means to choose 
an action that would generate a payoff  of  4? Thus if  orthodox game theory rec-
ommends choosing Down at the very beginning as the only rational strategy, 
there must be something wrong with orthodox game theory.

The process of  reasoning that leads player 1 to act noncooperatively is called 
backward induction (the same process that leads to universal defection in a 
fi nitely repeated prisoner’s dilemma). In working out a solution to an extended 
game, one starts out at the end of  the game and determines what the last player 
will do. One then takes the outcome of  this choice, and substitutes it for that 
player’s choice node, in order to determine what the second-to-last player to 
move should do. In fi gure 2.2, this process allows one to characterize player 2’s 
choice as one between Down, which gives (1,3), and Across, which gives (5,2). 
One then repeats the process until the game is resolved. (The spirit of  this proce-
dure is codifi ed as the principle of  “sequential rationality,” which states simply 
that a rational strategy must contain only actions that are utility-maximizing at 
the point at which they are to be played. In other words, the player must never 
have an incentive to defect from his or her own strategy.)

In this example, it would appear to be the sequential rationality principle 
that makes cooperation impossible (and not instrumental rationality per se). 
So perhaps the “solution” to the problem of  cooperation is to preserve decision 
theory as an account of  nonsocial choice, but to rethink sequential rationality 



as a constraint on strategic reasoning. If  player 1 were able to choose actions as 
a “package,” then he could plan to do [Across, Cooperate], which would make it 
advantageous for player 2 to select Across as well. Thus cooperation could 
be sustained, it is supposed, without anyone really acting noninstrumentally. 
The primary difference between this model and standard game theory seems to 
be only in the way time is treated. Sequential rationality implies that agents must 
always reoptimize their strategies, whenever they have an opportunity to do so. 
The planning approach says that agents need only reoptimize their strategies 
when some new information comes along, or some unexpected event occurs. 
Absent such an occurrence, it is rational for agents simply to stick to their plans. 
If  player 1 adopts [Across, Cooperate] as a plan, and forms an intention to coop-
erate at the fi nal choice node, then there is no reason for him to reconsider this 
intention when the time to act rolls around. After all, when he arrives at his fi nal 
choice node, nothing new or unexpected has occurred. The plan is unfolding 
precisely as anticipated.33

Thus the goal of  this sort of  planning theory is not to make any fundamental 
revisions in the instrumental conception of  rationality, or to change the way 
that utility is defi ned at the decision-theoretic level, but simply to eliminate 
sequential rationality as a constraint on equilibrium selection. Unfortunately, 
planning theorists have said very little about what broader consequences the 
elimination of  this principle would have for game theory. Instead, they have 
focused all of  their energy on trying to rationalize cooperation. Yet if  agents 
were able to privately adopt plans that took them off  the so-called equilibrium 
path, this is bound to exacerbate the problem of  indeterminacy. Not only would 
it lead to a proliferation of  equilibria, but it would become much more diffi cult 
for any agent to anticipate what any other intends to do. Game-theoretic equi-
libria depend crucially on the ability of  individuals to “mirror” one another’s 
reasoning. The introduction of  plans creates an important impediment to this 
process. How is anyone supposed to know whether, at time t, player x will be 
optimizing or simply carrying out a previously adopted plan? It is worth keep-
ing in mind that planning theory offers no account of  communication, and so 
one cannot assume that agents are able to announce their plans before embark-
ing on them. Such announcements would need to be modeled as a preplay seg-
ment of  the game, an account of  linguistic meaning would need to be provided, 

Player 2Player 1

(2,2) (1,3) (5,2)

(4,4)

Down Down Defect

Across Across Cooperate

Player 1

Figure 2.2 Caterpillar game.
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and the complex problem of  deciding when these announcements are credible 
would need to be addressed. Unfortunately, planning theorists have focused their 
attention on a very narrow class of  games—largely prisoner’s dilemmas—and 
so have not addressed any of  these important concerns.

However, even in the interactions that have been closely studied, such as the 
assurance game above, there is still a sticking point in the argument. Our every-
day experience tells us that agents are not capable of  suspending their capacity 
for rational choice at will. One could vow, for instance, never to pay ransom to 
a kidnapper. But faced with the kidnapping of  one’s own child, it is inevitable 
that one would rethink this commitment (even if  only to reaffi rm it). Thus in a 
prisoner’s dilemma we should assume that player 1 is not able to start out the 
game by literally depriving himself  of  the capacity to choose Defect. All of  his 
choices remain live options. The question is whether, when the time comes to 
choose, player 1 still has a reason to select Cooperate. Thus it all comes down to 
the integrity of  the argument that supports choosing Cooperate.

The idea that player 1 should “stick to the plan” at his second node depends 
on the observation that he has been given no reason to revise his intention, given 
that nothing new or unexpected has occurred. Yet it is apparent that something 
important does happen between player 1’s fi rst choice node and his second. By 
the time he arrives at his second choice node, player 2 has passed the point of  
no return. Her cooperation is no longer conditional, as it was when the initial 
choice of  strategies was made. This represents a signifi cant change in the stra-
tegic situation, since it gives player 1 an opportunity to defect with impunity. In 
fact, forcing one’s opponent to commit to an action, then quickly reoptimizing, 
is an extremely common and important feature of  many strategic interactions. 
One need only think of  the number of  (actual) games, like tennis, hockey, or 
basketball, where this ability is often the key to success. And everyone can recall 
dozens of  cases of  having done one’s share of  a cooperative enterprise, only to 
fi nd the gesture unreciprocated. The phrase “So long, sucker” entered the ver-
nacular precisely as a way of  fl agging these key moments.

So given that agents clearly have the ability to reoptimize, if  they refrain from 
doing so, it must be because they have chosen not to at the point in time at which 
the option of  reoptimizing presents itself. But choosing not to reoptimize is, ex 
hypothesi, non-utility-maximizing.34 Thus it is simply not rational for player 2 to 
believe that player 1, qua instrumentally rational agent, will choose Cooperate 
once the option of  defecting with impunity arises (keeping in mind that the util-
ity functions constitute an accurate representation of  the relevant preferences). 
As a result, it is irrational for player 1 to believe that player 2 will cooperate, and 
thus irrational for him to choose Across. Thus, if  he does select the plan [Across, 
Cooperate], and he does fi nd himself  at his second decision node, he can now 
infer that player 2 has also acted irrationally. But his original plan is still irratio-
nal, and there is no more reason to carry it out now than there was to select it 
in the fi rst place. It is always rational to abandon an irrational plan, especially 
when that plan is about to lead you to perform a non-utility-maximizing action.

The basic problem here, as Michael Bratman has pointed out, is the same as 
the one that continues to plague the various versions of  rule-utilitarianism.35
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There are in fact very close parallels between rule-utilitarianism and planning 
theory (the latter can be thought of  as a sort of  “rule-instrumentalism”). The 
problem, simply put, is that when some purely consequentialist criterion is ini-
tially used to justify a particular rule, then there appears to be no reason to adhere 
to the rule in cases where the rule happens not to serve the original ends in terms 
of  which it was justifi ed. The rule of  the road that dictates “right of  way,” for 
instance, has a purely consequentialist justifi cation—avoiding traffi c collisions, 
easing traffi c fl ow, and so on. But certain situations may arise in which the rule 
impedes this end. An example of  this occurs in traffi c circles—ceding priority to 
cars on the right would give traffi c entering the circle priority over traffi c already 
inside. As a result, the right-of-way rule is ignored by drivers in traffi c circles (in 
most countries). This seems like the natural course of  action. More dramatically, 
when a car comes barreling toward you on the highway in the wrong lane, it 
makes no sense to continue driving as you have been, on the grounds that “on 
the whole,” staying in your lane reduces accidents. Maintaining adherence to 
the rule, in cases where it is clearly not serving its intended purpose, would be 
empty “rule worship.” Thus simply saying “Well that’s the rule” does not con-
stitute an adequate justifi cation. Similarly, in the cases dealt with here, saying 
“That’s the plan,” is not adequate, especially when the plan is supposedly subject 
to purely consequentialist justifi cation.

Finally, the planning theory approach does run the risk of  proving too much.
If  one were to show that the rational course of  action in a prisoner’s dilemma 
is simply to cooperate, then it would be diffi cult to explain the very extensive 
range of  cases in which individuals do not cooperate in interactions that have 
this structure. David Gauthier makes the unintentionally humorous suggestion 
that people who cheat on their taxes may not in fact be free riding—since that 
would be irrational, in his view—but protesting the way their tax dollars are 
spent.36 More dramatically, if  planning theory were correct, then market econ-
omies would not function very well. Price competition between fi rms is a col-
lective action problem—suppliers would all be better off  if  they refrained from 
lowering their prices, just as buyers would be better off  if  they refrained from 
bidding against one another. However, achieving “cooperation” in this domain 
usually requires some form of  explicit collusion and enforcement. Antitrust law 
is designed precisely to prevent fi rms from putting such mechanisms in place. 
But if  the planning theory approach is correct, then it would be irrational for 
fi rms to engage in such competition, and antitrust law would be unenforceable. 
Rational managers simply wouldn’t engage in price competition, any more than 
they would impose production ineffi ciencies on their own fi rm.37

Thus any solution to the problem of  order must carry out a delicate balanc-
ing act. We need to explain why agents sometimes act cooperatively, but also 
sometimes do not. The external sanctions approach has the merit of  at least in 
principle being able to explain this—agents cooperate when they fear the pun-
ishment associated with defection, but not otherwise. Resolute planning theory, 
on the other hand, tips the balance too far in the direction of  “sociability,” mak-
ing it diffi cult to see why failures of  cooperation are so common, even in the 
absence of  asymmetric information or assurance problems.
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Planning theory does, however, identify a very important internal connection 
between the cooperative norms that govern human behavior, the commitments
individuals adopt in social interaction, and the intentional states in terms of  which 
they deliberate. The explanatory power of  the theory trades on the observation 
that all three of  these have a normative structure, and thus in some sense are 
able to bind the agent. What planning theory proposes is an order of  explanation 
in which the normativity of  intentional states can be used to explain the force 
of  adopted intentions, which in turn can explain the force of  commitments, and 
ultimately the force of  social norms. The coherence of  this order of  explanation 
ultimately rests on the account of  intentional states, and the way the agent’s 
beliefs and desires are thought to acquire this ability to bind the agent—in this 
case to his or her own plans. This is a much deeper question, which I will discuss 
in greater detail in chapter 4, where I will attempt to show that planning theory 
correctly identifi es the important conceptual connections, but proposes an order 
of  explanation that is exactly backward.

2.4. Conventions

The discussion so far has touched on only one aspect of  the problem of  order, 
namely, the problem of  securing cooperation. Nothing has been said so far about 
coordination. Here the picture is somewhat brighter for the instrumentalist. 
There is a single, generally accepted solution to this problem, namely, the theory 
of  conventions developed by Thomas Schelling and elaborated by David Lewis.38

However, I will attempt to show that this theory, while no doubt correct in some 
respects, still leaves a signifi cant amount to be explained. It provides a mecha-
nism that can be used to resolve coordination problems, but it fails to explain how 
this mechanism interacts with the intentional states posited by standard decision 
theory. It also provides no traction when it comes to explaining cooperation.

Schelling’s analysis takes as its point of  departure the observation that indi-
viduals, when placed in an interaction that is genuinely indeterminate, are 
often able to coordinate by selecting strategies that are somehow “salient” or 
“focal.”39 Schelling reports the results of  a series of  experiments in which people 
were given coordination problems and asked to select strategies. For example, 
two people were told to meet in New York City on a certain day, but the time and 
the place were left unspecifi ed. A surprising number chose to meet at 12 noon 
at Grand Central Station. Similarly, people were shown a map and told that they 
were parachutists who had become separated during the jump. Where would 
they meet? Large numbers chose the one bridge over the river.40

There appears to be something about round numbers, equal shares, bright 
colors, and other such aesthetic qualities that attracts attention, and therefore 
allows outcomes exhibiting such properties to serve as solutions to coordination 
problems. Similarly, as Lewis observed, a history of  having been played before 
can also make a particular outcome focal. Thus, when faced with a coordination 
problem, agents may initially fl ounder a bit, and have to guess what the other 
will do. But once they hit on a particular arrangement, they will keep playing it, 
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because their expectations will have become focused on that outcome. An equi-
librium in a coordination problem that is sustained in this way is referred to by 
Lewis as a convention.41

Most people can relate to these sorts of  examples, so the theory has enjoyed 
widespread popularity. However, there has been some tendency to overlook the 
fact that the analysis explains very little—it does not so much resolve the mystery 
as simply name it. Schelling says nothing about how a particular equilibrium 
becomes focal—he argues that the task of  developing such a theory should be 
farmed out to “psychologists.” Even more important, however, is the fact that 
the theory he presents does not license the ascription of  any intentional states to 
the agents; or if  it does, the nature and content of  these states is left unspecifi ed. 
Schelling says nothing about what sort of  beliefs focal point reasoning generates, 
or what sort of  inferences it warrants. As a result, it is diffi cult to see how this 
theory is to be integrated into a theory of  rational action. (Indeed, one suspects 
that the theory remains plausible only insofar as it remains unintegrated. Once 
the intentional states generated by the focal point are specifi ed, one would need 
to reformulate the decision problem, and chances are this reformulated problem 
would harbor higher-order indeterminacy.)

Finally, it is worth mentioning that the theory of  convention provides, at best, 
only a solution to the problem of  coordination.42 Focal point solutions, at least of  
the type that Schelling and Lewis consider, have absolutely no bite when it comes 
to resolving cooperation problems. With collective action problems, the question 
is how agents manage so often to achieve outcomes that appear to be out of  
equilibrium. The focal point mechanism is just an equilibrium-selection mecha-
nism, and so it is of  no use in such circumstances. This may seem obvious, but 
there is a surprising amount of  literature that attempts to apply this analysis of  
conventions to provide an analysis of  legal or social norms—completely ignor-
ing the fact that these sorts of  norms often sustain out-of-equilibrium behavior. 
Certain legal norms—like the law that specifi es which side of  the street people 
are to drive on—clearly enforce conventions. But the vast majority of  laws—for 
example, the system of  property rights, most of  the criminal law—are designed 
to enforce rules that people have a clear incentive to violate.43

The responsibility for this confusion must no doubt be laid at the doorstep of  
David Hume. In his analysis of  the “artifi cial virtues,” Hume resolutely insists 
that collective action problems be treated as though they were just coordination 
problems. With respect to property, for instance, Hume characterizes the inter-
action as follows: “I observe, that it will be for my interest to leave another in the 
possession of  his goods, provided he will act in the same manner with regard 
to me. He is sensible of  a like interest in the regulation of  his conduct. When 
this common sense of  interest is mutually express’d, and is known to both, it 
produces a suitable resolution and behaviour.”44 Hume is claiming, in effect, 
that the mere recognition among two individuals that their interaction has the 
structure of  a prisoner’s dilemma is enough to resolve it, without any need for 
enforcement. The mere “expression” of  a common interest is supposed to gener-
ate the relevant trust. The only remaining problem, then, is the coordination 
one: which of  the various cooperative outcomes to select.
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He makes a similar argument with respect to upholding promises.45 There, 
however, he is forced to deal with the trust problem more seriously, because he 
imagines an interaction in which one party must perform fi rst, then trust the 
second to uphold his promise. He handles this by tacitly transforming the “one-
shot” game into a repeated game: “I learn to do a service to another, without 
bearing him any real kindness; because I foresee, that he will return my service, 
in expectation of  another of  the same kind, and in order to maintain the same 
correspondence of  good offi ces with me or with others.”46 Thus it is no longer 
merely the common sense of  interest in producing an optimal outcome in the 
one-shot interaction that produces “suitable resolution and behaviour,” but 
rather the desire to maintain “good offi ces” in the future. This tacitly transforms 
the analysis back into an instrumentalist account of  the sort discussed in section 
2.2, by suggesting that the anticipated withdrawal of  future cooperation is in 
fact the important deterrent of  defection. Reciprocity, however, is an extremely 
weak mechanism for maintaining cooperation, and withdrawal of  cooperation 
is an equally blunt instrument for imposing punishment.

Hume’s view is that people’s “self-interest” will lead them to cooperate in col-
lective action problems. As a result, the rules of  justice are nothing but a set of  
conventions, which help individuals to pin down the precise modalities of  their 
joint endeavors. The reason individuals sometimes defect, therefore, cannot be 
that they are acting rationally. In Hume’s view, it is because people often assign 
priority to their short-term over their long-term interests. Thus the function of  
government, in Hume’s view, is not to control collective action problems, but 
simply to act as a commitment mechanism. We know that we suffer from temp-
tation, and so we create an authority capable of  forcing us to perform the actions 
that are in our long-term self-interest. According to this view, there is really no 
such thing as free riding, just shortsightedness.

These arguments all rest on a compositional fallacy. Hume for the most part 
assumes that if  something is in the “common interest” of  a group, it must also be 
in the “self-interest” of  each member of  the group. Yet it is clearly false to main-
tain that lying, stealing, and other free-rider strategies are never in anyone’s 
interest. Unfortunately, Hume’s arguments continue to exert infl uence, despite 
the fact that they rest on such an elementary confusion. Thus many theorists 
simply fail to perceive that a theory of  conventions does nothing to explain the 
possibility of  cooperation. And insofar as they do perceive the problem, and 
appeal to a system of  reciprocity as a mechanism to sustain cooperation, then 
they are tacitly transforming “conventionalism” into little more than an equilib-
rium-selection mechanism for the folk theorem (with the folk theorem doing all 
the work, when it comes to explaining cooperation).47

2.5. Experimental Game Theory

Finally, it should be noted that instrumentalist accounts of  social order—to the 
extent that they rest on falsifi able versions of  the rational choice model—have 
been the subject of  overwhelming empirical falsifi cation. Experimental game 
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theorists have found not only many interactions in which there is signifi cant 
deviation from the predictions of  the canonical rational choice model but 
also interactions where not one single agent behaves in the predicted manner.48

“Experiment evidence is baffl ing,” as one commentator notes. “Results system-
atically disconfi rm not only predictions based on rationality, but also reasonable 
expectations from simple psychological theories.”49

It is well known, for instance, that experimental subjects exhibit much greater 
cooperation in collective action problems than standard rational choice theory 
predicts. The most widely studied interaction is the “public goods game.”50 In 
a typical experiment of  this type, four individuals are grouped together under 
conditions of  strict anonymity. At the beginning of  each round, they are each 
assigned 20 points, which they can place in either a “public” or a “private” 
account. Points in the private account are simply retained by the individual. 
The public account “pays out” into each player’s private account a sum equal to 
40 percent of  the total number of  points contributed by all players to the pub-
lic account. The game continues for a certain number of  rounds, after which 
players can cash in all the points accumulated in their private account for real 
money.

This game is a classic collective action problem. If  all four players put all 
of  their points into the public account, they would each receive 32 points in 
their private accounts each round. However, a player who “defected” from this 
arrangement by putting all 20 points in her private account would receive a pay-
off  that round of  44. In general, each point placed in the public account is worth 
only 0.4 to the player who invests it there, but 1.2 to the other players. Since it 
is worth 1 when placed in the private account, investing in the public account is 
strictly dominated. Thus rational choice theory predicts zero contribution to the 
public account as the sole equilibrium of  this game. What happens in fact is that 
individuals typically contribute between 40 and 60 percent of  their holding to 
the public account.51

This deviation from the equilibrium strategy is not an isolated anomaly 
either—contribution rates in the 40–60 percent range remain stable under 
a wide variety of  conditions: across a range of  different cultures, among sub-
jects playing for the fi rst time and among those with previous experience, in 
groups ranging from 4 to 80 members, and with a variety of  different monetary 
rewards.52 The only signifi cant exception to be reported in North America was 
when the game was played among economics graduate students. There the con-
tribution rate fell to only 20 percent.53 While the latter fi nding was the source 
of  some amusement, it is actually quite revealing. It is possible that some sort 
of  adverse selection is at work in recruitment to the economics profession. The 
more likely hypothesis is that economics students are inclined to disregard non-
instrumental considerations in their deliberations, precisely because they are 
committed (in keeping with the norms of  their profession) to a conception of  
practical rationality that classifi es such concerns as irrational. Thus the anom-
aly suggests that cooperation is not the product of  individuals having special 
preferences, but rather of  their having brought different sorts of  norms to bear 
on the choice problem.
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It is important to note that individuals cooperate in “one-shot,” anonymous 
versions of  these public goods games, when they are perfectly well aware that 
there is no possibility of  punishment, reward, or reciprocity. Contrary to the 
expectations of  rational choice theorists, the introduction of  an opportunity for 
repeated play tended to decrease, rather than increase, the level of  cooperation.54

This constitutes striking disconfi rmation of  the “reciprocity” account of  coopera-
tion. Meanwhile, all sorts of  things that, according to standard rational choice 
models, should have had absolutely no impact on levels of  cooperation—such 
as the opportunity for participants to engage in “cheap talk” (i.e., non-payoff–
 relevant communication) before the game, or even framing effects introduced 
by the experimenters—had dramatic effects. (In one example, calling the public 
goods game “the community game” rather than “the Wall Street game” doubled 
the level of  cooperation.)55

The other game that has been widely studied in experimental settings is the 
“ultimatum game.” Here, one player is given a fi xed sum of  money. This indi-
vidual must propose some division of  the money between himself  and one other 
person. The second player can then either accept this proposal, in which case 
the money is divided up as per the offer, or reject the proposal, in which case 
both players receive nothing. Of  course, the second player never has any positive 
incentive to reject any offer, since no proposed division is worse than receiving 
nothing. Thus rejecting the offer is a punitive action—and the threat to carry it 
out should not be credible (as in fi gure 2.1). As a result, standard rational choice 
theory suggests that the proposer should select a division that gives the second 
player as little as possible, and that this proposal should always be accepted.

In reality, not only do players tend to offer much more than rational choice 
theory would predict, but proposals also tend to be rejected if  they fall too low. In 
industrialized societies, mean offers tend to be around 44 percent, while offers 
below 20 percent are rejected about half  the time. Experimental evidence from 
nonindustrialized societies refl ects greater variability—including examples of  
mean offer rates above 50 percent, combined with frequent rejection of  such 
offers. But in general, none of  the experiments come even close to conforming to 
the expectations of  “canonical” rational choice theory.

The authors of  one major international study explain these fi ndings by 
observing that “the degree of  cooperation, sharing, and punishment exhibited 
by experimental subjects closely corresponds to templates for these behaviors in 
the subjects’ daily life.” In other words, “when faced with a novel situation (the 
experiment) they looked for analogues in their daily experience, asking ‘what 
familiar situation is this game like?’ and then acted in a way appropriate for 
the analogous situation.”56 In Western societies, the ultimatum game is nor-
mally interpreted as a division problem (of  the cake-cutting variety), and so is 
taken to be governed by norms of  fairness. The modal offer is exactly one-half  
the money, presumably because this is what the norm prescribes in this case 
(the mean is slightly skewed toward the one who makes the offer, as a modest 
concession to that person’s evidently superior position).57 Individuals who offer 
less, and hence violate the fairness norm, are often punished with a rejection 
of  their offer.
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Things are quite different in various parts of  New Guinea, where offers of  
over 50 percent were often made, and routinely rejected. Here there are very 
strong norms pertaining to the giving of  gifts. “Among these groups, like many 
in New Guinea, accepting gifts, even unsolicited ones, commits one to recipro-
cate at some future time to be determined by the giver. Receipt of  large gifts also 
establishes one in a subordinate position. Consequently, excessively large gifts, 
especially unsolicited ones, will frequently be refused because of  the anxiety 
about the unspecifi c strings attached.”58 Because the proposer’s offer was inter-
preted as a gift, the norms of  gift giving were applied to the experimental situa-
tion, leading to large offers and high rates of  rejection.

Similarly, behavior in the public goods game often depended on subjects’ 
interpretation of  the interaction. For example, “Orma experimental subjects 
quickly dubbed the public goods experiment a harambee game, referring to the 
widespread institution of  village-level voluntary contributions for public goods 
projects such as schools or roads. Not surprisingly, they contributed generously 
(58 percent of  the stake), somewhat higher than most U.S. subjects contribute 
in similar experiments.”59

What makes this so signifi cant is that the nature of  the experimental set-
ting—especially the strict anonymity of  the interaction—immunizes the sub-
jects from the consequences of  their decisions. Thus the sort of  guidance people 
are looking to their “cultural templates” for cannot be simply beliefs about likely 
consequences. On the contrary, experiments have shown that subjects can easily 
be biased toward either cooperation or defection, merely through the suggestion 
that others have been cooperating or defecting.60 The most plausible hypothesis 
is that they look to either cultural norms or behavioral regularities to decide 
what sort of  action is appropriate under the circumstances. They are seeking to 
conform to the prevailing set of  norms. The fact that “cheap talk” and promis-
ing in public goods games has been shown to increase rates of  cooperation also 
suggests that actions aimed at creating normative salience can have important 
consequences.61

Experimental game theory reveals a pattern of  choice in these interactions 
that could best be described as deontically constrained. Agents adhere to norms, 
even when the conduct prescribed by these rules runs counter to their interests, 
defi ned in consequentialist terms. This is exhibited in two primary ways. First, 
agents are often willing to follow norms, even when this leaves them open to 
exploitation by others, and requires that they abstain from advantageous oppor-
tunities for defection. Second, agents are willing to impose sanctions on those 
who have violated the norms, even when it means depriving themselves of  some 
benefi t. Furthermore, when asked to explain their choices, experimental subjects 
do so in precisely these terms, and with reference to the relevant set of  norms. 
There is no evidence that false beliefs or post hoc rationalizations play any role in 
their thinking. Thus the suggestion that norm-conformity represents a pattern 
of  rational action has been gaining widespread acceptance. There is, however, 
still no consensus when it comes to strategies for incorporating such constraints 
into a formal model of  rational action.



Social Order 63

2.6. Conclusion

None of  the fi ndings canvassed in the previous section constitutes a decisive ref-
utation of  the orthodox rational choice model, simply because the model itself  
is nothing but an ideal type. Thus it is possible to dismiss the fi ndings of  experi-
ment game theory by supposing that the subjects involved acted irrationally, 
or that their preferences differed from those that were ascribed to them as part 
of  the experimental design. And there is still the option of  producing increas-
ingly baroque models, to reveal the supposedly “hidden” instrumental incen-
tives underlying what appears to be straightforward rule-following behavior. 
Nevertheless, there is reason to hope that the era in which this sort of  contrari-
anism (or naïve cynicism) was professionally rewarded is over.62 It is perhaps a 
sign of  this broader change in the intellectual climate that a game theorist like 
Herbert Gintis, in an article calling for the development of  a “unifi ed” theory of  
action for the social sciences, could express “surprise” at the thought that norm-
conformity, “perhaps the most singularly characteristic feature of  the human 
mind, and central to understanding cooperation and confl ict in human society,” 
has been either “ignored or misrepresented” throughout the social sciences 
(with the exception of  “anthropology and social psychology”).63

In this context, it is perhaps worth recalling the original purpose of  developing a 
formal model of  practical rationality along the lines of  rational choice theory. The 
whole project starts out from what is often referred to as “folk psychology”— that 
is, the sort of  psychological theory we use in everyday life to describe each others’ 
reasons for action.64 When someone asks “Why did she go to bed so early?” we say 
“She wanted to be well rested for her interview tomorrow,” and when someone 
says “Why is he digging that hole?” we say “He believes treasure is buried there.” 
In other words, we routinely point to people’s desires and their beliefs as a way of  
understanding and explaining their actions. Similarly, when we deliberate, we do 
so in terms of  our beliefs and desires. When people ask us for advice, we say “What 
do you really want?” or “How do you think he will react if  you say that?” Rational 
choice theory is best thought of  as a regimentation of  this sort of  folk- psychological 
framework. It simply states more precisely what the intentional states relevant to 
deliberation are, and then tries to work out more carefully how these should be 
brought to bear on choices under conditions of  uncertainty.

Thus rational choice theory serves fi rst and foremost an expressive role.65

It allows us to state more clearly the structure of  practical deliberation, along 
with the commitments we implicitly undertake when we bring certain beliefs 
and desires to bear on a choice problem. This is ultimately what the theory must 
be held accountable to. The question is one of  expressive adequacy—does it per-
mit a more or a less perspicuous articulation of  these implicit commitments? 
As we have seen, there is good reason to believe that rational choice theory per-
mits greater perspicacity when it comes to articulating the structure of  decision 
in nonsocial contexts, but that it fails to offer comparable illumination when 
it comes to analyzing social interaction. Indeed, many of  the arguments that 
have been used to immunize rational choice theory against the sort of  anomalies
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detected by experimental game theorists have the effect of  obscuring, rather 
than elucidating, the intentional structure of  social interactions.

In folk psychology, it is common for agents to distinguish between means and 
ends, between the goals they have and the sorts of  means they are prepared to 
employ in order to achieve them. In nonsocial choices, this distinction is not 
terribly important, and most people are willing to endorse purely instrumental 
modes of  reasoning. For example, when dealing with rocks and trees, most of  us 
are happy to endorse the principle that “the end justifi es the means.” In social 
interactions, on the other hand, things are quite different. Here, the distinction 
between means and ends becomes quite salient. This is refl ected in our folk-
 psychological vocabulary, primarily in the distinction we often draw between the 
goals that we seek and the principles that govern our actions. This distinction 
gets built into the intentional structure of  the interaction, because agents not 
only draw on it with respect to their own options but also apply it to others in 
order to determine their likely courses of  action. If  the objective of  developing a 
model of  practical rationality is greater expressive adequacy, then it is essential 
that any theory of  social interaction be able to model the relevant set of  inten-
tional states, along with the set of  expectations that develop when agents mutu-
ally ascribe these states to one another.



Anyone who has ever lived with housemates understands the Hobbesian state 
of  nature implicitly. People sharing accommodations quickly discover that 
buying groceries, doing the dishes, sweeping the fl oor, and a thousand other 
household tasks are all prisoner’s dilemmas waiting to happen. For instance, if  
food is purchased communally, it gives everyone an incentive to overconsume 
(because the majority of  the cost of  anything anyone eats is born by the oth-
ers). Individuals also have an incentive to buy expensive items that the others 
are unlikely to want. As a result, everyone’s food bill will be higher than it 
would be if  everyone did their own shopping. Things are not much better when 
it comes to other aspects of  household organization. Cleaning is a common 
sticking point. Once there are a certain number of  people living in a house, 
cleanliness becomes a quasi-public good. If  everyone “pitched in” to clean up, 
then everyone would be happier. But there is a free-rider incentive—before 
cleaning, it’s best to wait around a bit to see if  someone else will do it. As a 
result, the dishes will stack up in the sink, the carpet will not get vacuumed, 
and so on. Things may get cleaned less frequently than anyone would like, 
resulting in a suboptimal outcome for all.

But anyone who has lived with housemates also knows that the “state of  
nature” is not so hard to escape. People can counteract their tendency to fall 
into suboptimal interaction patterns in a variety of  ways. The most common is 
to make rules. Thus the usual solution to the problems of  cohabitation is to draw 
up a list of  household chores, and then assign responsibility for them to indi-
viduals. Setting rules allows people to decide what outcome they would like to 
achieve, then simply instruct individuals to perform the actions needed to bring 
it about. Of  course, everyone also knows that just telling people to do things does 
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not automatically translate into a willingness on their part to do them. There is 
still an incentive problem that needs to be addressed.

This is where the most important conundrum in contemporary action theory 
has arisen. The problem stems from a tension between the motivational psychol-
ogy of  rule-following and the instrumental conception of  rationality. Rules pre-
scribe actions, not outcomes. Yet “an almost unquestioned hypothesis of  modern 
normative decision theory is that acts are valued by their consequences.”1 So 
how can a rule confer value on an action? Confronted with this prima facie ten-
sion, many theorists have been inclined to look harder, hoping to uncover some 
indirect or hidden instrumental rationale for the rule. In effect, they have tried 
show that concern for rules is just a subset of  concern for consequences, mis-
leadingly described. The major motivation for these efforts has been a rather 
diffuse sense that expanding the conception of  practical rationality to include 
noninstrumental reasons for action would involve introducing a range of  mys-
terious (not to mention mathematically intractable) mental states. In this chap-
ter, I will try to show that reasons for action derived from shared rules can be 
integrated directly into a formal model of  practical deliberation without any of  
these adverse consequences. The mechanism for doing so has been overlooked, 
I will argue, because the usual von Neumann–Morgenstern derivation of  util-
ity functions signifi cantly obscures the motivational psychology underlying the 
instrumental conception of  rationality. When the basic structure of  this psy-
chology is kept in view, it can easily be seen how rule-following considerations 
can be introduced into the model of  deliberation without positing any dubious 
intentional states.

3.1. Social Norms

The major reason that instrumentalists have struggled to explain the role that 
rules play in regulating social interaction is that most social norms have an 
overtly deontic structure. They constrain agents by imposing specifi c duties on 
them. Rules usually classify actions as permissible or impermissible; they do not 
specify which outcomes are more or less desirable. They take the form “You must 
do x,” and not “If  you want y, do x” or “You should want y.”2 For example, chil-
dren are taught that they must share their toys, regardless of  how little they 
may want to do so, or that they must suffer having the last piece of  cake offered 
to guests, regardless of  how much they might like to eat it. All of  these rules 
have at least superfi cially a nonconsequentialist structure. They have the form 
of  what Kant called categorical imperatives, not hypothetical imperatives. This 
sort of  deontic structure is diffi cult to account for in instrumental terms. After 
all, according to the instrumental view, all actions are supposed to be chosen 
merely as means to the realization of  some further end. Rules appear to give 
the agent reason to perform an action directly, without reference to any fur-
ther end. This is why instrumentalists have had a strong tendency to look to 
the downstream consequences of  rule-following for some sort of  instrumental 
justifi cation. Punishment and reward seemed promising, precisely because they 
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constitute consequences of  rule-following, and so might provide an instrumental 
reason for following the rule.

What the theories that focus on punishment and reward fail to account for 
is the phenomenon Talcott Parsons referred to as the “voluntaristic” character 
of  social order—the fact that individuals do not merely adapt themselves to the 
circumstances they fi nd themselves in, but often choose, in an unforced way, to 
follow the prevailing set of  social norms.3 If  external sanctions were doing all 
the work, we would expect to see a lot more violations of  the rules when others 
aren’t looking. Instead, what we see time and time again is agents conforming 
to rules even when they could easily get away with defecting.4 Hence the near-
impossibility of  fi nding a “rational choice” criminologist.5 Of  course, there is no 
question that external sanctions play some role in keeping agents motivated. But 
there is good reason to believe that they cannot be the only mechanism, since 
there seems to be a great deal of  willing cooperation involved in the production 
of  social order.

Many social theorists have taken these sorts of  observations as evidence 
that some kind of  internal control mechanism is at work in much of  the rule-
following that we see in everyday life. The most common view is that people 
are socialized in a way that leads them to acquire a disposition to comply with 
social expectations, or to conform to the dominant mode of  group behavior.6

The simplest version of  such a theory is the one that is often referred to in the 
literature as the Durkheim-Parsons theory of  social action.7 This is the familiar 
idea that individuals, over the course of  their socialization, come to internalize
the prevailing set of  social norms.8 In its crudest form, this theory can be given 
a behaviorist formulation. According to this view, external sanctions would 
be inadequate to maintain social order, save for the fact that these sanctions 
have a conditioning effect on agents. Through internalization of  the sanction, 
agents begin to associate a negative cathexis with actions that are negatively 
sanctioned, and a positive cathexis with ones that are positively sanctioned. 
This makes them favorably disposed toward actions that are in conformity 
with the rules, and averse to ones that violate them. Thus, as Viktor Vanberg 
puts it, following rules involves “a kind of  preprogrammed behaviour.”9

This view helps to explain why sanctions are so infrequently applied, and why 
they often have merely symbolic signifi cance. After having been sanctioned a 
few times, the agent will begin to conform to norms of  her own volition, because 
failure to do so triggers feelings of  guilt, shame, or remorse. As a result, when 
fully socialized agents fail to respect the normative order, the sanctions applied 
against them can be largely symbolic in nature, because the sanctions are used 
only to activate these underlying feelings. According to this view, sanctions 
exist initially to punish, but punishment has a socializing effect by virtue of  our 
capacity for internalization (or even just conditioned learning). As a result, social 
order is maintained through a complex combination of  internal and external 
control. (The term “social norm” is then used to refer to rules that are main-
tained through a hybrid motive of  this type.)10

The important thing about this theory—what distinguishes it from the instru-
mental account—is that the process of  socialization does not result merely in the 
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formation of  preferences over states of  affairs. It also gives the agent a concrete 
disposition to perform a particular type of  action, regardless of  its consequences. 
Thus the theory treats rule-following as a sui generis phenomenon—in effect, a 
direct preference for a particular type of  action, which can be propagated as a 
cultural pattern. This introduces considerations that extend beyond what can 
be represented in the standard instrumental theory of  action. Socialization, 
according to this conception, while capable of  reproducing conventions (in the 
game-theoretic sense), can also generate out-of-equilibrium behavior, insofar 
as agents just do what they have been trained to do without considering the 
consequences.

Regardless of  how the details are worked out, it is easy to see how a behavior-
ist theory along these lines could be used to solve the problem of  order. Consider 
the case of  two siblings who insist on fi ghting over their toys. If  this fi ghting 
results in damage to the toys, or the children, then the interaction has the struc-
ture of  a classic prisoner’s dilemma. How is this resolved? The parent steps in, 
threatening to take the toys away entirely unless the two share. After this threat 
has been carried out a few times, the children take the bad feelings associated 
with having no toys, and begin to associate it with the act of  fi ghting over toys. 
They begin to feel bad about fi ghting. Thus they acquire a disposition to share 
their toys by internalizing the parent’s negative sanction. Each would still prefer
to have all the toys to himself, but has simply become averse to the means that 
must be employed in order to secure this outcome.

Very few people would deny that there is something right about this sort of  
theory. There are problems, however, with the cruder formulation of  it. The 
behaviorist version clearly confl icts with certain observations about the kind of  
competencies that agents acquire through socialization. The primary diffi culty 
is that it makes the relevant sorts of  action dispositions extremely particular. 
According to the behaviorist view, what agents acquire through socialization 
is a commitment to a very specifi c type of  behavior. As a result, if  they come 
across some new social norm—one that they have not encountered before, or 
been socialized to uphold—they would have absolutely no disposition to con-
form to it. Yet what we usually observe is something quite different. Agents have 
much more fl exible dispositions when it comes to norm-conformity. When they 
come across some new practice, they usually fall into line rather quickly, with-
out having to be beaten into submission (or, less hyperbolically, without having 
to undergo an entirely new process of  socialization). There also seems to be a 
signifi cant cognitive element in the way that agents integrate into new social 
contexts. They actively observe the actions and reactions of  others, then adapt 
their routines accordingly. This is why psychologists and sociologists usually dis-
tinguish between primary socialization (wherein agents acquire or develop the 
fundamental dispositions required to conform to social norms) and secondary 
socialization (wherein agents learn the specifi c norms of  a particular cultural 
environment). The general point is that primary socialization occurs only once, 
whereas secondary socialization can occur whenever an agent spends long 
enough in a new social milieu.11
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Social theorists have tried to capture these two “levels” of  socialization with 
the distinction, introduced in its canonical form by Parsons, between values and 
norms. According to this view, what individuals acquire through socialization 
is not a specifi c disposition to perform a particular type of  action, but rather 
a more generalized disposition to uphold the “values” that underlie the set of  
social norms. The general claim is that while children initially experience the 
sanctions associated with norm-violation as merely punishments and rewards, 
they gradually displace their emotional cathexis from the specifi c sanction to the 
more general attitude of  the person who is doing the sanctioning. This generates 
an incentive not just to perform the correct sort of  actions but also to secure the 
approval of  the cultural parent.

This process of  generalization continues, over the course of  primary socializa-
tion, so that children acquire a set of  increasingly diffuse “value-orientations,” 
for example, a desire to be a “good boy” or a “nice girl,” to “get along with oth-
ers,” to “fi t in,” and so on. Of  course, as these dispositions become more general, 
they must be supplemented with knowledge of  the particular expectations in 
the relevant social contexts. This is what generates the two levels: the difference 
between the agent’s particular cultural knowledge and the more abstract norm-
conformative disposition that develops through socialization.

This theory has two primary advantages over the cruder behaviorist theory. 
First, it does much greater justice to what we know about the psychological 
development and socialization of  human infants. In particular, Parsons is able to 
explain why it is important that children form strong, stable emotional attach-
ments to their primary cultural parents, and why children who do not establish 
supportive, loving relations with these parents often suffer from a general failure 
of  socialization. It is precisely the role that these relationships play in general-
izing the cathexis associated with norm-conformity—displacing it from actions 
to attitudes—that explains the crucial role that they play in the development of  
the child.

The other major attraction of  Parsons’s approach is that it is able to explain 
the refl exivity exhibited by agents in their norm-conformative acts.12 Even when 
following rules, people generally know what they are doing, as they are doing 
it.13 The behaviorist theory, in its simplest form, treats norm-conformity as little 
more than a conditioned refl ex. It is a pattern of  behavior that agents conform 
to because they have been trained to do so. One can see the infl uence of  this 
perspective in Jon Elster’s assertion that “the operation of  norms is to a large 
extent blind, compulsive, mechanical or even unconscious.”14 (This naturally 
encourages the charge that norm-conformity is nothing but backward-look-
ing “rule worship” or irrationality). But even though agents who are following 
rules may act with a certain disregard for consequences, this does not mean 
that they are unaware of  what they are doing. First of  all, agents may refuse 
to conform to norms if  they don’t believe that others will reciprocate. They 
may also be more likely to conform if  they feel that doing so will improve the 
chances of  reciprocation. This is why Ernest Fehr and Joseph Henrich, two sci-
entists who have done considerable empirical work studying the role of  social 
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norms in sustaining cooperation, categorically reject the explanation in terms 
of  subintentional factors:

If  indeed unconscious mechanisms are the reason for helping and punish-
ing responses, why do subjects respond so quickly to changes in the cost 
of  helping or punishing? Likewise, why do subjects instantaneously change 
their behavior when repeated interactions or the possibility of  reputation 
formation are introduced? These quick behavioral changes are almost cer-
tainly mediated by sophisticated evaluations of  the costs and benefi ts of  
different courses of  action that are available to them. We fi nd it hard to 
reconcile subjects’ quick responses to treatment changes, which almost 
surely are mediated by sophisticated, conscious, cognitive actions, with 
the view that a cognitively inaccessible mechanism drives the base line 
pattern of  reciprocal responses.15

Even when following rules, the agent’s motive is clearly tied up with a certain 
structure of  expectations. Furthermore, many norm-conformative actions are 
successful precisely because of  these expectations. It is often important not only 
that agents know what they are doing when they follow a rule but also that 
their knowledge of  what they are doing be common knowledge among everyone 
involved. A ritualized greeting, for example, is carried out not just because the 
person doing it wants to but also because this person expects that everyone else 
will recognize it for what it is.

Furthermore, it is quite common for agents to selectively violate social norms, 
knowing that this action will be understood and interpreted as an intentional 
norm-violation by others. For instance, people often communicate displeasure 
to one another by violating small norms of  civility—such as not saying “Hello” 
when passing in the hall.16 This works only because the norm is common knowl-
edge, and because the sanctionee knows that the sanctioner knows that the sanc-
tioner is supposed to say “Hello.” There is of  course a strategic dimension to all 
this, but not entirely so. Important aspects of  the interaction are obscured unless 
the relevant set of  social norms is represented through some sort of  intentional 
mechanism, which can then be integrated with the belief-desire states used to 
model the strategic aspect of  the action. Treating the norms as grounded merely 
in dispositions (or some other type of  subintentional state) will not do the trick.

The major problems with Parsons’s work lie in his use of  the term “value.” In 
the fi rst place, it suggests that agents conform to norms as a means to achieving 
certain values (and thus that norm-conformative action is just a more abstract 
form of  instrumental action, aimed at achieving “symbolic” outcomes.)17 If  this 
were the case, then there would be no reason not to integrate symbolic value 
into instrumental value, treating them all as merely different determinants 
of  the agent’s “all-things-considered” preference ordering over outcomes. The 
second problem is that values are too concrete. Philosophers are accustomed 
to using the term “value” to refer to second-order preferences, or “conceptions 
of  the good.” And it is well known that values, in this sense of  the term, are not 
widely shared in a pluralistic liberal society. Christians and Buddhists may have 
very different values, but they are still able to interact with one another in a per-
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fectly orderly fashion. Thus what primary socialization appears to cultivate is a 
much more general disposition toward norm-conformity.

It is more useful to think of  primary socialization as a process that instills 
a “normative control system.”18 The limitations of  Parsons’s theory have led 
many social theorists to develop a theory of  socialization according to which 
agents do not acquire a set of  specifi c dispositions to perform particular actions, 
or even a more general commitment to specifi c values, but rather an entirely for-
mal disposition to assign a certain deliberative weight to normative constraints. 
According to this view, agents are not punished for failing to conform to a partic-
ular pattern of  behavior per se, but only insofar as their actions refl ect a failure 
to assign suffi cient deliberative weight to social norms. Socialization designates 
the process through which these sanctions are internalized. Parsons used the 
word “deviance” as a technical term to refer to cases in which agents adopt an 
inappropriate “action-orientation” (such as acting instrumentally when they 
should be conforming to norms).19 So according to this Parsonian conception, 
sanctions secure social order not by punishing simple violation of  the rules, but 
by punishing motivated violation of  the rules (i.e., deviance, not mere nonconfor-
mity). This means that sanctions provide agents with an instrumental reason to 
follow the rules, but they also, when internalized, help to cultivate a disposition 
to assign social norms greater deliberative weight relative to one’s desires.

According to this view, social order requires at least some agents who are 
disposed to assign social norms deliberative priority, and for those agents who 
are not so disposed, an effective system of  sanctions to give them instrumental 
reasons for conforming to the normative pattern. These sanctions, when imple-
mented through a norm-conformative orientation, function simultaneously as a 
mechanism of  socialization and social control. Social control refers to their instru-
mental signifi cance—sanctions make deviance unattractive, from an instru-
mental point of  view. Socialization refers to their psychological effects—through 
their expression of  disapproval and the internalization mechanism, sanctions 
generate the disposition to assign normative reasons for action greater delibera-
tive weight. When the internal and external incentives are appropriately aligned, 
it produces what Parsons referred to as the institutionalization of  a norm.

3.2. Principles

There is nothing especially mysterious about this theory of  socialization and 
norm-conformative action, and no reason to think that it cannot be accom-
modated within a formal model of  rational action. To ask what reason a person 
has for acting in a particular way is to ask for an explanation of  a certain form, 
namely, one that explains the action in terms of  some set of  underlying inten-
tional states. The instrumental conception of  rationality explains action through 
reference to two such states: beliefs and desires. A reductive account of  social 
norms attempts to explain rule-following in terms of  these two states, while a 
nonreductive account would attempt to do so by positing some new type of  state. 
We have seen in the previous chapter that the reductive account encounters 
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serious diffi culties. The question now is whether a nonreductive account of  rule-
following can be constructed that satisfi es the standards of  conceptual clarity set 
by rational choice theory.

What is it about rules that makes them so diffi cult to account for from an 
instrumental perspective? As we have seen, the key characteristic is that they 
are directly associated with actions. Yet this observation suggests a very simple 
way of  integrating social norms into the decision framework. Desires are inten-
tional states associated with outcomes, beliefs are intentional states associated 
with states. Norms, or rule-following considerations more generally, can be 
accommodated simply by positing an intentional state associated directly with 
actions.

There may be a temptation to use the Kantian term “maxim” in order to refer 
to an action-prescribing intentional state, although in the interests of  keeping 
the folk-psychological motivation for the theory close to the surface it is perhaps 
better to use the term “principle.” In this context, it is helpful to remember that 
beliefs and desires acquired their contemporary philosophical meaning through 
an attempt to develop a regimentation of  folk psychology. In everyday talk about 
action, we routinely explain behavior in terms of  what outcome the agent hoped 
to attain and how he thought his action would conduce to that end. But we also 
routinely characterize agents as exercising restraint in their pursuit of  such out-
comes. We describe an individual as desiring an outcome, but not pursuing it 
“as a matter of  principle,” or because of  a “principled” reservation concerning 
the means needed to bring it about. This is how we would normally talk about 
the employee who could achieve promotion through lying or deception, or the 
impatient motorist tempted to cut off  another driver. The attempt to reduce this 
sort of  talk to an oblique form of  talk about desires and outcomes has been a 
failure. As a result, there is good reason to think that a perspicuous regimenta-
tion of  folk psychology would preserve reference to these sorts of  principles as 
independent deliberative considerations. If  we follow this suggestion, then it is 
natural to think of  desires as a set of  preferences over outcomes, and principles 
as a set of  preferences over actions.

Although this may seem like an obvious move, most theorists who have been 
tempted by this line of  reasoning fail to take it. Instead, there is a widespread 
tendency to commit what might be referred to as “the error of  premature con-
creteness.” Rather than introducing norms in a way that formally parallels the 
existing structure of  beliefs and desires—taking principles as given, in the same 
way the decision theorists take preferences as given—they try to enumerate a set 
of  particular norms and then incorporate them directly into the theory of  action 
through a substantive modifi cation of  the agent’s utility function. As a result, 
they wind up burdening the theory of  practical rationality with structural ele-
ments that should really be farmed out to the theory that explains the origin and 
content of  the agent’s intentional states.

Cristina Bicchieri, for instance, recognizes that norms cannot simply be sub-
sumed into the agent’s outcome-based utility function, but that they represent 
sui generis constraints on the actions chosen. Thus she undertakes to develop a 
system of  representation for “a general utility function based on norms.”20 Yet 
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what she winds up proposing is conspicuously lacking in generality. For a prison-
er’s dilemma, she suggests that the utility functions be transformed, in order to 
deduct from each individual’s payoff  some (appropriately weighted) concern for 
the loss of  utility to any player caused by deviation from a norm of  cooperation. 
While it may be possible that such a modifi ed utility function does provide an 
accurate representation of  how some individuals deliberate in collective action 
problems, it captures only a very particular sort of  normative concern (since it 
translates the agent’s “concern for the norm” into a “concern for the worst con-
sequences, in terms of  forgone utility, of  any failure to respect the norm”), which 
may not be universally, or even widely, shared. Similarly, Matthew Rabin, in his 
attempt to “incorporate fairness into game theory,” builds in a direct concern for 
the norm of  fairness into each individual’s utility function. He does so by modify-
ing the utility functions, so that individuals experience an increase in satisfaction 
from reciprocated “kindness” and a decrease in satisfaction from unreciprocated 
kindness.21 Ernest Fehr and Klaus Schmidt do something quite similar, by build-
ing “inequality aversion” into the individual’s utility function—subtracting 
from the individual’s satisfaction a certain measure of  dissatisfaction, refl ecting 
the difference in satisfaction level between himself  and others.22 Bruno Verbeek 
argues that utility functions should be modifi ed into order to incorporate a set 
of  “cooperative virtues” that generate process-oriented preferences for coopera-
tion.23 He describes these preferences as “second-order reasons of  a dispositional 
character with regards to fi rst-order reasons directed to self-interest, broadly 
conceived” or more colloquially, “attitudes towards our own interests.”24 Again, 
“concern for the norm” is represented as a function of  concern for the conse-
quences, in terms of  payoffs, of  general compliance or violation.25

In all four cases, an attempt is made to cash out “concern for the norm” as 
some sort of  “concern for the payoffs to the various parties to the interaction.” 
Yet this refl ects a set of  highly welfarist preoccupations, which are simply not rel-
evant in a wide range of  cultural contexts, and with respect to a large number of  
norms. One need only consider the case of  highly ritualistic religious obligations. 
Even something as straightforward as the gift-giving norm, which produced such 
intriguing ultimatum game results in New Guinea, defi es representation using 
any of  these modifi ed utility functions. For example, the sort of  “kindness” that 
Rabin treats as a source of  increased satisfaction was typically punished in New 
Guinea, simply because gift-giving norms are quite different from fairness norms 
(giving too much is not regarded as supererogatory, but rather hubristic).

Why not represent concern for the norm as just that, concern for the norm? 
People follow the rules because they want to follow the rules. In order to pro-
duce a truly general theory of  action, the best approach is to introduce norms 
into the utility function in a way that is completely vacuous with respect to the 
content of  these norms (in the same way that “preferences” are introduced 
into the utility function in a way that is vacuous with respect to the content 
of  the agent’s desires). What is needed, in other words, is something like what 
Herbert Gintis calls a “beliefs, preferences and constraints” model of  action.26

In chapter 1, beliefs and desires were introduced through a pruning of  the 
agent’s decision tree. Under conditions of  epistemic certainty, they could be 
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used to cut the decision tree back until only one branch remained. Normative 
constraints have often been characterized in very similar terms.27 Thus prin-
ciples can be thought of  as deontic constraints that are imposed in a manner 
quite similar to that of  their doxastic and desiderative cousins. We may start 
out by looking at the options that are actually available to us. This amounts to 
a doxastic pruning of  the decision tree. We then consider which among these 
options are normatively permissible, that is, we eliminate all the options that 
violate the prevailing set of  social norms. This amounts to a deontic pruning of  
the decision tree. Once this is fi nished, we can select the action that gives us the 
most desired outcome (this is the desiderative pruning of  the tree).

The analogy between doxastic and deontic constraints can be elaborated in 
the following way. Under conditions of  epistemic certainty and strict obligation, 
we can think of  the agent as qualifying a set of  propositions according to a set 
of  modalities:28

Doxastic Modalities
M = possible
N = necessary
I = impossible

Deontic Modalities
P = permitted
O = obligatory
F = forbidden

The analogy between these modalities has been widely noted in the litera-
ture. For example, these doxastic and deontic modalities are interdefi nable in 
exactly the same way: Mp =df  ~N~p =df  ~Ip, and Pp =df  ~O~p =df  ~Fp. (In words: 
“it is possible that p means that it is not necessary that not p, and that it is not 
impossible that p.” In the same way, “it is permissible to do p means that it is not 
obligatory to not do p, and that it is not forbidden to do p.”) In practical delibera-
tion, the agent may begin by determining which of  her actions are possible ways 
of  attaining a desired outcome. She then decides which of  her actions represent 
permissible ways of  attaining the same outcome.29 She then makes a decision 
among the options that remain (if  there are any), looking at which is the most 
desirable. This procedure corresponds fairly closely to the way Kant thought prac-
tical reasoning should unfold. It is, of  course, rather simplifi ed (and need not 
proceed in the order specifi ed). It assumes that states are known with certainty, 
and that actions are absolutely prohibited. But just as states can be known with 
varying probabilities, actions can be more or less frowned on. Breaking a prom-
ise, for example, is contrary to duty, but the norm can be overridden in many 
circumstances. For this reason, permissible actions can be ranked as more or less 
appropriate, in the same way that possible states are ranked as more or less prob-
able. A forbidden action, according to this view, could be represented as having 
an appropriateness of, say, zero, and an obligatory action as having some high 
positive value.30 All other actions can be assigned some intermediate value that 
specifi es their appropriateness, relative to the others (using, for the moment, a 
scale that refl ects the signifi cance that the agent assigns to these constraints, 
relative to the desirability of  the consequences). These values can then be inte-
grated into the agent’s utility function, so that they act as a kind of  “fi lter” that 
reduces the value of  normatively inappropriate actions relative to more appro-
priate ones. These normative considerations can be added to the decision tree 
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in the way shown in fi gure 3.1. (Appropriateness factors are shown between 
square brackets, [x], given here on a scale between 0 and 10.)

We now have a complete decision tree: beliefs associated with states, principles 
associated with actions, and desires associated with outcomes. From the stand-
point of  practical rationality, each of  these intentional states can be treated as “sub-
jective.” Thus beliefs stand to facts as principles stand to norms, and, perhaps, as 
desires stand to goods. The nature of  these relationships will be explored later. For 
the moment, the goal is just to show how principled constraints on the pursuit of  a 
goal can be integrated into the agent’s decision function. The simplest way of  doing 
this is simply to add the normative appropriateness of  each action, indicated as 
n(a), to the expected utility of  that action (which is a function of  the consequences 
of  that action). To avoid confusion, we can call the utility function that results from 
the introduction of  deontic constraints a value function, represented v(a):

Desires

Principles

Beliefs

nature

agent

<.2>

<.5

[10]

[10]

[10]

[0]

[6]

(4)

(4)

(4)

(0)

(0)

(0)

(10)

(10)

(10)

[6]

[6]
[0]

[0]

<.3>

Figure 3.1 Decision tree with norms.
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In the example shown in fi gure 3.1, this gives:

v a( ) = 10 + [(0.2  10) + (0.3  4) + (0.5  0)]1 · · ·

== 13.2

( ) = 6 + [(0.2 · 0) + (0.3 · 10) + (0.5 · 4)]2v a

       = 11

( ) = 0 + [(0.2 · 4) + (0.3 · 0) + (0.5 · 10)3v a ]]

         = 5.8

Thus a3, despite being utility-maximizing, is bumped down through the intro-
duction of  deontic constraints. It should be noted that the appropriateness of  
principles and the priority level of  desires in this example are both represented 
on a scale of  0 to 10. Just as in the case of  desires, the precise scale that is used 
to represent appropriateness is merely notational. What matters is only that 
the numbers refl ect the signifi cance of  the agent’s principles relative to one 
another, and to the agent’s desires. If  the appropriateness factors range from 
0 to 100, and desires only from 0 to 10, this suggests that the agent considers 
“doing the right thing” to be ten times more important than “getting the best 
outcome.”

In principle, commensurability between the scale used to represent the agent’s 
principles and her desires can be established in much the same way that a von 
Neumann–Morgenstern utility function is conventionally constructed. In order 
to determine the relative strength of  desires, one offers the agent a hypotheti-
cal choice between a particular outcome and a lottery over the extremes. In the 
case of  actions, one can do the same sort of  thing, by offering the agent a hypo-
thetical choice and trying to fi nd a point at which the agent becomes indifferent 
between some particular action and, for example, some other less appropriate 
action that has a higher utility payoff. By determining how much utility must 
be added in order to compensate for a given decrease in appropriateness, it will be 
possible to determine how much the agent considers utility to be worth relative 
to appropriateness.

The procedure is one that should be familiar. The way to ascertain someone’s 
level of  commitment is to offer her some temptation, and see how much it takes 
to weaken her resolve. Of  course, there may be some people who assign abso-
lute (or “lexical”) priority to their normative obligations—so that the wrongness 
of  the action completely overshadows the desirability of  the outcome. This is 
not really a problem, since it can be handled in the same way as agents with 
“lexicographic preferences” over outcomes.31 There is a school of  thought that 
claims that moral constraints should always constitute absolute prohibitions, 
such that they “blank out” any utility associated with their violation. This seems 
fanatical to me, but there is no need to settle the question here. Since appropri-
ateness factors are being used to represent the role that any social norm plays 
in deliberation, including rules of  etiquette and so on, which can legitimately 
be abrogated when the consequences are serious, it is natural to assume that 
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agents will be willing to countenance trade-offs between appropriateness and 
utility. The issue of  whether or when absolute prohibitions are justifi ed belongs 
then to the theory of  principle rationality, not the theory of  practical rationality 
strictly construed.

In the end, the conception of  practical rationality that is represented in equa-
tion (1) is a version of  what Jean Hampton calls weight consequentialism, “a view 
that permits a person to factor into her decision both how she feels about the 
consequences of  an action and how she feels about the action itself.”32 It is not 
clear, however, why she thinks of  this as a form of  consequentialism, as opposed 
to nonconsequentialism, since no one in his right mind (not even Kant) has ever 
suggested that rationality might preclude the consideration of  consequences 
across the board. Critics of  consequentialism have never aspired to show that 
consequences don’t matter at all, they have simply been trying to show that con-
sequences are not the only thing that matters.

3.3. World Bayesianism

The proposal outlined above is guided by an effort to keep the theory as close 
as possible to its roots in folk psychology. The distinction between principles, 
desires, and beliefs corresponds to the common-sense distinction—introduced 
into decision theory in its canonical form by Leonard Savage—between actions, 
outcomes, and states. Deontic constraints are accommodated simply by inte-
grating direct preferences over the set of  actions with the expected utility derived 
from their anticipated outcomes.

Yet once preferences over actions are introduced in this way, it eliminates 
one of  the major reasons for distinguishing between actions and outcomes in 
the fi rst place. The von Neumann–Morgenstern procedure, for example, treats 
actions as simply lotteries over possible outcomes, with no intrinsic merit (hence 
the “reduction of  compound lotteries” axiom). Once we grant that the agent 
may care about these actions, one way or the other, then they begin to look a lot 
more like outcomes. So how can we retrace the distinction, or should we even do 
so? The discussion has proceeded thus far as though actions and outcomes were 
distinct events (with propositions representing these events forming the content 
of  the associated intentional states). But since any sequence of  events can eas-
ily be treated as just one big long event, there is some question as to where the 
action stops and the outcome begins. When I hit a golf  ball, it would be normal 
to say that my hitting the ball is the action, and that where it lands is the out-
come. But where does the action stop? When I make up my mind about how 
to strike it? Or when I initiate the swing? Or when the club makes contact? Or 
sometime when the ball is in the air?

The common-sense answer to this question would be to say that the action 
is the segment of  the sequence of  events that is under the agent’s direct control. 
After a certain point, the way events unfold becomes hostage to fortune. The golf  
ball may be caught by a gust of  wind, so that just hitting it in a particular way 
will not guarantee that it lands where it is supposed to. One way of  distinguishing 
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between actions and outcomes is therefore to imagine the intervention of  some 
random event between the two that puts the outcome outside the direct control 
of  the agent, and makes it depend on the results of  some natural “lottery.” The 
signifi cance of  this lottery is that it forces the agent to factor some probabilistic 
belief  into his calculation of  the desirability of  various alternative actions. The 
action, according to this view, is an event that the agent is certain he will be able 
to bring about, while the outcomes represent the set of  events whose occurrence 
is tinged by uncertainty.

Yet this way of  thinking of  actions is still too concrete. As Isaac Levi points 
out, an action and an outcome can be the same event under different descrip-
tions. Consider, for instance, the case of  an individual who owes money to either 
Paul or Jane, but can’t remember which one. He has two actions available to 
him, “send $100 to Paul” or “send $100 to Jane,” with two possible outcomes, 
“Repay my debt” or “Fail to repay my debt.” If  he sends the $100 to Paul, and it 
turns out that he did owe the money to Paul, then he will succeed in repaying 
his debt. But the action of  sending the money to Paul constitutes the repayment 
of  the debt—the outcome is simply the action under a different description. The 
only difference is that the agent is certain that he will be able to bring about 
the action if  he decides to, but uncertain about his ability to bring about one or 
the other outcome (because of  his uncertainty as to who the debt is owed to). 
Thus the distinction between actions and outcomes becomes a purely epistemic 
one—actions are those propositions to which the agent assigns a “credal prob-
ability” of  1.33 As a result, it seems clearly arbitrary to insist that the agent’s 
preferences range only over consequences (especially since a mere change in the 
agent’s beliefs could transform an action into a consequence). In Levi’s example, 
the debtor may happen to like Paul more than Jane, and so have an intrinsic 
preference for sending the money to him. There is simply no reason to insist that 
preference for the action be based exclusively on the desire to repay the debt. 
Given its subjectivism with respect to preference, decision theory is simply too 
formal a model of  practical rationality to entail a commitment to a restrictive 
doctrine like consequentialism.

The recognition that there is no principled distinction between actions and out-
comes is one of  the factors that motivated the move toward what Jordan Howard 
Sobel calls “world Bayesian” formulations of  decision theory among philoso-
phers.34 Instead of  defi ning actions and outcomes in terms of  particular events, 
one can defi ne “a consequence” in terms of  possible worlds (where a possible world 
is identifi ed with a set of  sentences describing a total state of  the world). Speaking 
very roughly, a consequence such as “the glass breaks” can be defi ned as a subset 
of  the total set of  possible worlds, one in which the sentence “the glass breaks” 
(suitably indexed) is true. The agent’s preferences can then be represented as sim-
ply a weak ordering of  the set of  possible worlds. This permits a rather elegant 
mathematical formulation of  decision theory, because it allows one to dispense 
with states, and simply defi ne the agent’s beliefs as a set of  conditional probabilities 
over the same set of  possible worlds.

The other major advantage of  world Bayesianism is that it dissolves the entire 
debate over the distinction between actions and outcomes, by essentially defi ning 
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consequences broadly enough to include the actions that brought them about. 
If  action a makes it the case that possible world w becomes the actual world at 
time t, and w is the complete set of  sentences true at t, then w will presumably 
include a sentence specifying that action a was performed. Since a possible world 
in which action a1 was performed is clearly different from one in which a2 was 
performed, and since preferences in this view are regarded as rankings of  pos-
sible worlds, it is automatic that the agent’s utility function will incorporate 
whatever preferences the agent may have over her own actions. Thus, where a is 
an action, w is some possible world, and p(w | a) is the probability of  w becom-
ing actual given a, the desirability (or expected utility) of  the action a will be the 
sum of  the utility associated with the possible worlds that it might bring about, 
weighted by the probability that it will do so:35

des a p w a u w
w

( ) ( | ) ( )= ∑

Since a is one of  the propositions true in w, u(w) will incorporate whatever 
feelings the agent happens to have about that action. As Levi and others have 
observed, this essentially makes consequentialism—understood as the claim 
that “actions are valued only for the sake of  consequences”—tautological. 
Actions are valued only for their consequences simply because a consequence 
has been defi ned as the total world that results from an action, up to and includ-
ing the action itself. (Or as Sobel writes, “what are consequences or worlds for a 
particular agent will be logically independent of  paths to them only in so far as 
he is indifferent to these paths.”)36 Levi suggests that this formulation be referred 
to as “weak consequentialism,” in recognition of  the fact that it winds up clas-
sifying everyone, “even Kant and Bernard Williams,” as a consequentialist. Thus 
critics of  instrumental rationality, he observes, “cannot be complaining about 
weak consequentialism since it is suffi ciently fl exible to accommodate any mode 
of  nonconsequentialist evaluation they care to consider.”37

Yet far from being a vindication of  consequentialism, what Levi presents is 
much closer to being an abandonment. His own analysis suggests that world 
Bayesianism should be regarded as a form of  “nonconsequentialist” decision 
theory, since it permits agents to select actions on the basis of  their intrinsic 
merits, whatever these may be, rather than for their consequences. Again, crit-
ics of  consequentialism in action theory have never claimed that only actions 
count, and that consequences are irrelevant—they have argued that both the 
nature of  an action and the value of  its consequences are factors that enter 
into rational decision, and that the former is not always simply derived from 
the latter.38

Like the value function developed in section 3.2, world Bayesianism therefore 
represents a way of  modifying decision theory in recognition of  the fact that 
individuals often care not only about the outcomes of  their actions but also how 
those outcomes are achieved. In fact, applying the “desirability” function (2) 
to the decision problem shown in fi gure 3.1 would generate exactly the same 
numbers as the value function (1). Thus the difference between them is purely 

(2)
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notational—the value function removes the action from the scope of  the proba-
bilistic weighting, whereas the desirability function keeps it in, but tacitly assigns 
it probability of  1. The latter strategy has been challenged by several theorists 
on technical grounds, since it has several very unattractive properties when 
it comes to representing the dynamics of  deliberation (roughly speaking, the 
problems arise from the fact that the agent must be represented as entertain-
ing beliefs about the probability that he will perform action a while deliberat-
ing about whether or not to perform a—thus the desirability function changes
as the agent deliberates).39 But even apart from these diffi culties, there are good 
reasons to avoid assimilating actions to consequences. This becomes especially 
obvious when it comes to representing social interaction—which is something 
that world Bayesians typically are not interested in doing.

3.4. Social Interaction

The world Bayesian model provides one example of  how a direct concern for 
norms can be represented in an agent’s utility function. What distinguishes 
it from the standard instrumental model is its rejection of  the consequential-
ism hypothesis in its strict form. The “desirability” function presented above 
acknowledges that an agent may value an action for its own sake, as well as for 
the sake of  any further outcomes that it may promote. It achieves this by bun-
dling the two together and treating them as a global “consequence”—a possible 
world that is complete with respect to everything that the agent cares about. Yet 
while these sorts of  world Bayesian views are popular among philosophers, they 
have not been widely adopted by game theorists. The reasons for this are not 
hard to fi nd. The value function outlined in section 3.2 is designed to address 
these concerns, and to provide a nonconsequentialist version of  decision theory 
that is more suitable for use in modeling social interaction.

World Bayesianism trades on the fact that, in decision theory, the distinction 
between an action and an outcome can be drawn somewhat arbitrarily. But in 
game theory, the intervention of  uncertainty, which serves as the point of  demar-
cation between the two, is not caused by the presence of  an unknown natural 
state (corresponding to a probabilistic belief) but rather by the decision taken by 
another player. Thus game theorists use the distinction between actions and out-
comes not just as a way of  stating how confi dent the agent is that certain effects 
can be achieved but also as a way of  distinguishing strategic from nonstrategic 
elements of  a choice problem. As a result, there are important structural differ-
ences in game theory between reasoning about outcomes and reasoning about 
actions. Furthermore, because the sequence in which moves are made can be 
crucial to the equilibrium of  a game, it is not a matter of  indifference to the game 
theorist how actions and outcomes are classifi ed.

This is why game theorists generally presuppose the “Savage trichotomy” of  
actions, states, and outcomes when modeling social interactions, and usually 
think of  both actions and outcomes as concrete events. This is also why they 
continue to defi ne expected utility over the space of  outcomes, not global conse-
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quences. Yet because of  this, they remain tacitly committed to consequentialism 
in its strict (and implausible) form. They assume that the only preferences agents 
have over actions are those that are derived from preferences over outcomes. Yet 
they also treat actions as concrete events, which occur in temporal sequence, 
and are often observed by other players. Thus the consequentialism hypoth-
esis, which is relatively trivial when introduced in decision-theoretic contexts, 
becomes inadvertently transformed into a substantive, controversial, and essen-
tially unmotivated claim when the move is made from decision theory to game 
theory. (This becomes even more evident when the move is made from math-
ematical to experimental game theory, and the inference is drawn that individu-
als should be indifferent toward all characteristics of  the choices that they make, 
and be concerned exclusively with the monetary payoff.) This has been a source 
of  considerable mischief.

Consider, for example, a standard “public goods” game. From the standpoint 
of  the agent’s desires, the free-rider strategy of  investing in the private account 
strongly dominates the cooperative strategy of  investing in the public account. 
Yet most subjects invest only half  of  their income there. The most natural way of  
analyzing this fi nding is simply to suppose that, despite wanting the money, indi-
viduals are also somewhat averse to engaging in selfi sh or uncooperative behav-
ior. It is not that they like the money any less, it is that they are not indifferent to 
the means through which the money is acquired. Thus their reasoning incorpo-
rates a nonconsequentialist element. The most natural way of  representing this 
is simply to determine how strong this aversion is, then write it into the game in 
a way that associates it directly with the action.

Unfortunately, when confronted with a situation like this, the dominant 
impulse among game theorists has been to go the opposite direction, and rewrite 
the notation in such a way as to make the action a part of  the consequences 
(thereby “sucking the alleged value into what we might call the consequential-
ist vacuum cleaner,” as David McNaughton and Piers Rawling put it.)40 So, if  
we have an agent who would like to make $10, but also doesn’t want to take 
advantage of  other people, we can simply treat “made $10 by free riding” as 
a different outcome from “made $10 by cooperating.” The fact that agents do 
not uniformly defect then just goes to show that some people value cooperation 
more than the $10.41

This strategy, however, is in tension with the commitment among game the-
orists to the Savage trichotomy, and creates a lot of  confusions further down 
the line. Because the distinction between actions and outcomes also serves to 
demarcate the strategic from the nonstrategic component of  the interaction, 
writing the value of  actions into the consequences makes it seem as though 
everything that matters to the agent depends on what the other player chooses, 
when often this is not so.42 This makes it impossible for either agent to calcu-
late the merits of  any action without fi rst resolving the regress of  anticipations 
that constitutes the strategic dimension of  the problem. Obviously this gener-
ates a technical violation of  the thought that an action is an outcome to which 
the agent assigns a “credal probability of  1.” More troublesome is the fact that 
it generates a straightforwardly false representation of  the choice situation in 
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games with multiple equilibria, where the probabilities associated with the other 
player’s actions cannot be pinned down. The lack of  a unique equilibrium ren-
ders the entire choice problem indeterminate, when in fact only a portion of  it 
is problematic. Thus writing actions into the consequences makes it seem as if  
everything hinges upon strategic elements of  the interaction, even when this is 
not the case.

Consider the simple coordination game shown in fi gure 3.2. Two people would 
like to meet at a café, but neither can remember which one they agreed to go to. 
Here the regress of  anticipations is irresolvable. If  player 2 is going to choose café x, 
then player 1 would like to choose x, but if  player 2 is going to choose y, then 
player 1 would like to choose y, and vice versa. (There is also a mixed strategy 
equilibrium, in which both players go to either café with probability 0.5.) It is 
important not to underestimate the seriousness of  this indeterminacy problem. 
The expected utility of  going to café x or café y remains undetermined for both 
players, that is, there is no such thing as a utility-maximizing course of  action. 
This is because neither player is able to assign any probability to the actions of  
the other. They cannot even fall back on Laplace’s principle of  insuffi cient reason 
(treat all events as equiprobable unless given reason not to) since the use of  this 
principle amounts to the ascription of  a mixed strategy to the other player. This 
strategy will in turn be either a part of  one of  the equilibrium strategy profi les 
(in which case it is question-begging to privilege it) or else not a part of  one (in 
which case it would be demonstrably irrational to believe that the other player 
would choose it). Thus, from a strictly instrumental perspective, players have no 
grounds for favoring one action over the other.

Suppose, however, that we add to this problem the information that player 1 
likes café x a lot more than café y. The natural way of  representing this—adher-
ing to the Savage trichotomy, along with the representation of  the choice prob-
lem adopted in fi gure 3.2—would be to say that he now prefers one action over 
the other (since going to café x is something that he can do all by himself, unlike 
meeting player 2, which is clearly contingent on that person’s decision). This 
seems intuitive. Unfortunately, most rational choice theorists have been tempted 
to handle this sort of  situation by writing this preference for café x into the out-
come, treating “meeting at café x” as a different, more preferable, outcome than 
“meeting at café y.”43 This strategy—what Jean Hampton refers to as “load-
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Figure 3.2 Coordination problem.



Deontic Constraint 83

ing up the consequences”44—generates the reformulation of  the payoff  matrix 
shown in fi gure 3.3.

Here we can see the problem with this sort of  dogmatic consequentialism: 
while one equilibrium may now be Pareto-superior to the other, the expected 
utility of  both players’ actions is still undetermined. Adding the piece of  informa-
tion about which café player 1 prefers has done absolutely nothing to make the 
problem more tractable. It is still a game with two pure-strategy Nash equilibria, 
and no grounds for choosing one over the other. The mixed strategy equilibrium 
shifts to ([0.5x,.05y],[0.25x, 0.75y]), but this is of  no consequence (other than 
the weird fact that it makes it positively irrational, not just arbitrary, for player 1 
to believe that player 2 might toss a fair coin in order to decide what to do).

The fact that this new information leaves the choice problem indeterminate 
seems unreasonable. We can easily imagine player 1 thinking “well I have no 
idea where player 2 is going, so it will be just a matter of  luck if  I succeed in meet-
ing up with her. And if  I am going to be sitting alone in a café, it might as well be 
the one that I like. So I will go to café x.” We can also imagine that if  player 2 is 
aware of  player 1’s preference for this action, she will also go to café x, knowing 
that this is where he will go when he gives up trying to coordinate. With the type 
of  value function introduced in section 3.2, it is easy to represent this line of  
reasoning. Since u(x) and u(y) are unknown, they can be represented as some 
variable ζ. Player 1 then has a choice between v(x) = 1 + ζ and v(y) = ζ. So 
x is clearly the dominant strategy. Thus a better way of  representing the coor-
dination problem, in this case, is to keep the payoffs associated with the actions 
outside of  the outcomes matrix. Figure 3.4 shows how the café problem can be 
represented, in both extensive and normal form. Each action has an associated 
appropriateness factor, shown in square brackets. Outcomes are given, as usual, 
as a vector of  utility payoffs (showing how much player 1 desires that outcome, 
how much player 2 desires it, etc.).

We can then see how, when player 1 gives up on instrumental reasoning 
(because of  the indeterminacy of  the choice problem), he is not at a complete loss. 
The instrumental component of  his motive simply drops out, leaving him with a 
direct preference over actions. The reason this is possible is that not everything he 
cares about depends on the choice made by the other player. Writing preferences over 
actions into the outcomes misrepresents the choice problem, by making it seem 
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they miss
café x

café x

Figure 3.3 Asymmetric coordination problem.
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as if  it all does. It obscures the fact that he still has a reason to perform one of  the 
actions available to him, because of  a direct preference.45

Naturally, the way that player 1 is reasoning will be transparent to player 2, 
assuming common knowledge of  preferences. This allows the two of  them to 
resolve the coordination problem more fully. Player 2 can rationally infer that 
when player 1 gives up on trying to coordinate, he will go to café x. This gives 
player 2 a rational belief  that player 1 will choose this action, and this in turn 
allows her to calculate a utility-maximizing course of  action. And, of  course, 
player 1 will be able to fi gure all this out as well, which will give him a reason to 
expect player 2 to choose x, and hence will allow him to calculate the expected 
utility of  his own action. Thus player 1’s preference for café x gets converted into 
a strong strategic equilibrium when it is common knowledge among the play-
ers. It is able to serve this role because it supplies a reason for action that is not 
caught up in the cycle of  interdependent expectations that renders the strategic 
problem indeterminate. Thus the introduction of  principles provides the basis for 
a very simple mechanism to generate Thomas Schelling’s psychological solution 
to the problem of  coordination, one that fully specifi es the nature and content of  
the intentional states that generate the solution. (The agent’s direct preference 
for the action can be thought of  as generating a “focal point” effect.)

It is worth noting that the mechanism presented in fi gure 3.4 is extremely 
“low powered,” insofar as it will fail to generate a focal equilibrium in many cir-
cumstances. For example, if  player 2 happens to prefer café y, then the two of  
them are right back where they started. Thus, in order to provide a “pure” focal 
point solution, principles of  action must be derived from very widely shared psy-
chological propensities (which is why many of  Schelling’s examples appeal to 
features of  objects that would have been highly salient in the “environment of  
evolutionary adaptation.”)46 However, it is quite easy to generate an artifi cial 
focal point through the introduction of  a social norm. Such a norm, insofar as 
it is coherent, will prescribe a set of  complementary actions. For example, when 
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Figure 3.4 Resolving the coordination problem.
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two people approach a doorway simultaneously, there is often a coordination 
problem determining who will pass through fi rst. There is a widely respected 
gender norm specifying that if  one person is a man and the other a woman, 
the man should let the woman go through fi rst. Of  course, generating such a 
norm and getting everyone to accept it is a complicated process, one that will 
be discussed at greater length further on. For the moment, it is suffi cient to note 
that many social norms have a coordinating role, by virtue of  their capacity to 
prescribe a set of  complementary actions to agents involved in an interaction.

In summary, agents are understood to enter into practical deliberation with 
a global preference ordering, which ranks both actions (via their principles) and 
outcomes (via their desires). There is no hard-and-fast metaphysical distinction 
between actions and outcomes, and so there are many ways in which choice 
problems can be represented. In the café example, one could choose to model 
the interaction as a multistage game: with the fi rst stage a game against nature, 
in which the agents choose a café, and then enjoy the payoff  associated with 
that café, and the second stage a game against each other where, after having 
chosen a café, they then discover whether they have succeeded in coordinating 
(the fact that these two games are simultaneous would then be represented by 
linking both players’ nodes at each stage into a single information set). Again, 
this would allow one to avoid positing preferences over actions (by redescrib-
ing the agent’s action as a consequence in the fi rst stage of  a multistage game). 
On the other hand, one could do as I have suggested: break down the global 
preference ordering into its components and represent explicitly in the game the 
weight that the agents’ preference orderings assign to the actions and the conse-
quences available to them. There is no uniquely correct way of  proceeding here, 
since these are all just notational variants. The question is simply how well they 
articulate the logic of  the decision, and the structure of  the agent’s deliberation. 
From this expressive perspective, it seems to me clear that the latter option is the 
superior one.

3.5. Normative Control

It is important to recognize that the notation developed here is still extremely 
formal. The content of  the agent’s “principles” is completely unspecifi ed, as is 
the content of  the agent’s “desires.” Both are simply preferences. Furthermore, 
the way that the agent weighs one set of  preferences against the other is also not 
specifi ed, it is merely implicit in the way that the scales used to represent appro-
priateness and desirability are calibrated. In order to represent something like 
the “normative control system” described in section 3.1, it is necessary to add a 
bit of  meat to these bones.

Normative control, in this view, is simply a preference that assigns reasons 
for action that arise from social norms a certain deliberative weight relative 
to one’s desires. In this respect, it is a metapreference, which determines how 
much weight is to be assigned certain other fi rst-order preferences. When it 
comes to modeling such a metapreference, it is helpful to consider the way that 
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economists have dealt with a very similar issue, involving the representation of  
the agent’s time preference in decision problems. The idea that agents have a time 
preference is based on the observation that for any given desire, people seem to 
have a preference for seeing that desire satisfi ed sooner rather than later. Some 
of  this attitude usually involves concern about risk, but another dimension 
seems to be a pure preference for present over future satisfaction (or an aver-
sion to delay in the satisfaction of  desire).

Metapreferences of  this sort are a subspecies of  what Harry Frankfurt calls 
“higher-order desires” (desires that take other desires as their object, rather 
than states of  the world), although they are slightly more formal in structure 
than what Frankfurt had in mind, since they do not take any particular pref-
erence as their object, but rather apply equally to all preferences.47 Yet they 
still need to be considered preferences, not structural features of  practical 
reason, because they vary across individuals (e.g., different people have differ-
ent attitudes toward delay, with some being very impatient and others not so 
impatient). When a utility function is constructed using the agent’s attitudes 
toward hypothetical lotteries, the result is a completely atemporal ranking of  
alternatives. It will tell us that the agent prefers $100 to $50, and by how 
much. Yet if  the agent also dislikes having to wait, she might prefer $50 now 
to $100 later. So when it comes to producing an all-things-considered ranking 
of  possible outcomes, at the point of  decision, these preferences will interact 
in such a way as to result in a lower priority level being assigned to the desire 
for $100. The standard way of  articulating this is to say that agents discount
future satisfaction.

When economists fi rst began to introduce player discount rates into their 
models, the place they looked to for an analogy was the practice of  paying inter-
est on savings or loans.48 Saving represents a way of  deferring consumption, and 
generally speaking, people will only defer consumption if  they are compensated 
for so doing. They must have some reason to believe that they will be able to 
consume more if  they wait than if  they consume now. I may choose to take the 
$100 today instead of  tomorrow, but if  instead I am offered $105 tomorrow, 
I may choose to wait. Since interest rates refl ect the amount extra that people 
need to be given in order to persuade them to defer consumption (as well as the 
opportunity cost of  present consumption), these rates are normally understood 
to refl ect an underlying time preference.

The discount rate (r) can be defi ned as the extra fraction of  a payoff  needed to 
make an agent indifferent between satisfying some desire now and satisfying it 
one time period from now. The discount rate can be used to defi ne a discount fac-
tor, δ = 1/(1 + r), which shows what the present value of  future satisfaction is.49

So if  I am willing to save $1,000 once annual interest rates go as high as 7 per-
cent, this means that I need to be paid an extra $70 in order to compensate for 
the hardship of  deferring that much consumption for a year. Thus the present 
value to me of  having $1,000 in a year’s time is only $935 (which, when added 
to the present value of  the $70 interest payment, comes to roughly $1,000).

Naturally, the same analysis can be generalized to cover time periods that are 
further removed in the future. Having $1,000 two years from now will be worth 
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$935 in one year, and therefore is worth $875 in the present. Thus if  u
k
(a) repre-

sents the payoff  that I will receive at period k, the value of  some stream of  future 
payoffs is worth the following to me in the present:

u a u a u a u a u an
n( ) ( ) ( ) ( ) ( ),= + + + −

1 3
1d d d2 …

Or more generally, where n is the total number of  time periods:

u a u ak
k

k

n

( ) ( )= −

=
∑d 1

1

Economists and game theorists almost automatically add a discount factor 
to players’ utility functions when dealing with a repeated game. Partly this is 
for the technical reason that it provides the easiest way to compare infi nite pay-
off  streams. Investing $1,000 at a 10 percent interest rate generates a revenue 
stream of  $100 per year forever, just as investing it at 5 percent generates a rev-
enue stream of  $50 forever. Unfortunately, if  you try to compare these two rev-
enue streams by adding up the sum, you wind up with the same for both (∞), and 
thus, ridiculously, no reason for preferring the 10 percent return over the 5 per-
cent. The easiest way to avoid this is simply to suppose that, while the potential 
revenue stream is infi nitely large in both cases, the individual discounts future 
utility using some variant of  (4).

The assumption that is being made here is of  course that the agent’s prefer-
ences over outcomes are relatively independent and stable across time.50 In order 
to model repeated plays of  a game, for instance, one normally just assumes that 
the payoff  matrix remains the same each time the game is played, and that the 
value of  the payoffs is discounted. So, to take a simple example, suppose that an 
agent, on entering a hospital for three days, is asked to choose what meals she 
would like to be served. Three meals are offered: p, q, and r; and suppose that the 
agent’s preferences rank them in that order: p � q � r. The standard procedure 
for determining the agent’s utility function is to assign p a value of  1 and r a 
value of  0. One can then determine the priority of  the agent’s desire for q by 
constructing a set of  lotteries over p and r, and fi nding the lottery that renders 
her indifferent between q and that lottery. So if  the agent is indifferent between 
q and a lottery that gives her a 60 percent chance of  getting p, we would assign 
q a utility of  0.6. This represents the agent’s atemporal preferences over meals. 
The next step is to determine the agent’s discount rate. For the sake of  illustra-
tion, suppose that it is 0.5 per day. Once we have all this information, then we 
can calculate the present value of  each meal on each day. Table 3.1 shows the 
values in this case. The expected utility of  any meal plan can then be calcu-
lated just by adding up the three values, so, for example, [p,q,p] would be worth 
(1 + 0.3 + 0.25), or 1.55.

This seems like a fairly natural way to model the decision, even though it does 
contain some substantive assumptions that will not be satisfi ed in all contexts. 
For example, use of  a discount rate in a repeated game assumes that “decision 

(3)

(4)
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time,” that is, the sequence in which choice nodes occur, bears some linear rela-
tionship to real time. Similarly, it assumes that fi rst-order desires remain the 
same from one time to another, and that meal p at time t1 and meal p at time t2

can be treated as “the same meal,” just at different times, when it comes to elicit-
ing the agent’s fi rst-order preferences. Yet despite these limitations, the modeling 
strategy has certain clear advantages. For instance, suppose that this agent is 
offered a choice between the following two meal plans: [p,q,r] and [q,q,p]. Despite 
the fact that from an atemporal perspective the second plan is the best, the agent 
will nevertheless choose the fi rst. One simple way of  explaining this is to say 
that she is impatient. Rather than waiting until the third night to get meal p, she 
chooses to get it right away, even though this means accepting a slightly less 
desirable meal later on.

Unfortunately, philosophers have been somewhat resistant to the idea of  
incorporating discount rates, or a time preference, into agents’ utility func-
tions. This gives rise to a number of  pseudoproblems in the literature on practi-
cal rationality (to be discussed in chapter 8). It also generates a preference for 
choice models that are expressively impoverished. The inclination among world 
Bayesians, for instance, is to absorb a temporally extended sequence of  outcomes 
into a single possible world. With the “choice of  meals” problem, for instance, 
instead of  treating the case as one of  an individual making the same choice three 
times, the world Bayesian regards it as a single choice producing one total out-
come. Thus [p,p,p] represents one subset of  the set of  possible worlds (picking out 
the very large set of  possible worlds in which it is true that those three meals are 
consumed, in that sequence) and [q,p,r] simply another. A utility function can be 
constructed by offering the agent lotteries over the 27 global consequences. This 
might produce a utility function like the one shown in table 3.2.

There is absolutely nothing wrong with this utility function per se. In fact, it is 
nothing other than a “normalized” version of  the utility function that could be 
constructed by taking each possible permutation of  meals, looking up the value 
of  each meal in table 3.1, and adding them up. However, while the utility function 
shown in table 3.2 can easily be derived from table 3.1, the reverse is not true. If  
one assumes that the agent’s preferences over meals are invariant, then there is 
a discount rate implicit in the utility function. Extracting it, however, is no easy 
task. It is clear, however, from this example that nothing in the world Bayesian 
account precludes the possibility of  agents discounting their future satisfaction. 
It is quite open to the world Bayesian to argue that all of  the information about 
the agent’s discount rate belongs in the theory of  preference formation, not in 

Table 3.1 Discounted Value of Three Meals

Value at time . . . 

Meal t
1

t
2

t
3

p
q
r

1
0.6
0

0.5
0.3
0

0.25
0.15
0
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the model of  practical rationality. For example, one could claim that the utility 
function given in table 3.2 is just what practical rationality takes as “input.” It 
is derived, however, from a set of  preferences that look just like table 3.1, plus a 
time preference. One of  the rules of  rational preference formation, then, might 
be one specifying that the utility of  some total “world” is the discounted sum of  
the value of  some world at time t1, some world at time t2, and so on.

The question then becomes one of  choosing between two different notations. 
Is it better to represent the agent’s discount rate as part of  the theory of  practi-
cal rationality, or should it be bundled up as part of  the total “outcome” of  an 
act, and farmed out to the part of  the theory that specifi es how the agent decides 
which consequences are more or less desirable? From a purely formal point of  
view, it makes no difference. The only way of  deciding the question is to look at it 
from an expressive point of  view.

The question of  whether the agent’s concern for principles should be rep-
resented explicitly in a “value function” or subsumed as a part of  the con-
sequences has exactly the same structure. In order to provide an explicit 
representation of  the normative control system we may choose to introduce 
some factor γ, in order to represent explicitly the weight that the agent assigns 

Table 3.2 Utility of 27 Consequences

World Utility

p,p,p,
p,p,q,
p,p,r,
p,q,p,
p,q,q,
p,q,r,
p,r,p,
p,r,q,
p,r,r,
q,p,p,
q,p,q,
q,p,r,
q,q,p,
q,q,q,
q,q,r,
q,r,p,
q,r,q,
q,r,r,
r,p,p,
r,p,q,
r,p,r,
r,q,p,
r,q,q,
r,q,r,
r,r,p,
r,r,q,
r,r,r,

1
0.94
0.85
0.88
0.82
0.74
0.71
0.65
0.57
0.77
0.71
0.62
0.65
0.6
0.51
0.48
0.42
0.34
0.42
0.37
0.28
0.31
0.25
0.17
0.14
0.08
0
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to principles, relative to utility.51 We may refer to this as the agent’s “fundamen-
tal choice disposition.”52 Putting all this together, the agent’s value function 
can be represented as follows. Where n(a) represents the agent’s principles, 
and u

t
(a) represents the agent’s expected utility at time t from action a, we can 

express the agent’s value function as:
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Again, this notation contains certain substantive assumptions and conven-
tional elements. In the same way that the discount factor can be used to rep-
resent more than just pure time preference (e.g., it can be used to represent 
uncertainty as well, or the probability that a repeated game will end), the funda-
mental choice disposition can be used to represent more than just the normative 
control system. Thus the two should not be thought of  as equivalent; the funda-
mental choice disposition is much more formal. Furthermore, the assumptions 
underlying both the discount rate and the fundamental choice disposition may 
remain controversial. Not all game theorists accept the idea that agents should 
maximize the sum of  time-discounted expected utility.53 The important point is 
simply that a normative control system can be introduced into the representa-
tion of  the agent’s value function without requiring any sort of  technical appa-
ratus that is not already used in standard game theory, and that the proposal to 
add appropriateness to expected utility is no more controversial than the exist-
ing game-theoretic strategy for handling repeated games. The value of  the nota-
tion lies in its expressive role—the way that it provides an intuitively compelling 
formal representation of  the most signifi cant structural features of  particular 
practical deliberations.

In a decision-theoretic context, it really makes no difference how the discount 
rate gets handled—as part of  the theory of  practical rationality, or as part of  
the theory of  preference-formation. It only starts to matter when the attempt 
is made to model social interactions. In particular, when a group of  agents are 
faced with a series of  interactions that will be repeated over time, it is extremely 
unhelpful to have only total preferences over total sequences of  play, with each 
permutation treated as a separate outcome. For example, consider a two-person 
prisoner’s dilemma that will be played 10 times. In games of  this type, the play-
ers’ discount rates may be extremely important in determining whether coop-
eration will be sustainable. But if  the discount rate is handled in the theory of  
preference-formation, then this game will have to be modeled as one very large 
game in which each player has preferences over 1,048,576 different outcomes. 
It makes a lot more sense to think of  it as a game with just four outcomes, played 
10 times, where strategies can be conditional on past play. Thus explicit incorpo-
ration of  a discount rate into the theory of  practical rationality provides a more 
expressively adequate regimentation of  our folk psychology.

The argument favoring an explicit representation of  the agent’s fundamental 
choice disposition follows a logic similar to that favoring an explicit representa-
tion of  the discount rate. Impatience is a familiar element in the phenomenology 

(5)
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of  choice. The same can be said for normative control. Not only do agents them-
selves often conceive of  their own choices in terms of  a tension between deontic 
constraints and desirable outcomes, but their partners in interaction are likely to 
use a similar framework to interpret and anticipate these actions. This is particu-
larly apparent in cases where there is some question as to whether they are able 
to trust one another. It is possible to subsume the principle/desire distinction 
into the theory of  preference-formation, and simply represent the agent as hav-
ing a set of  global preferences (over, say, complete possible worlds including both 
actions and future consequences). But the resulting gain in formal elegance is 
offset by a loss of  expressive adequacy.

3.6. Social Integration

In order to see the expressive power of  the notation that renders the agent’s fun-
damental choice disposition explicit, consider the case of  the ultimatum game 
(described in chapter 2). No matter where you go in the world, actual human 
behavior in this game always deviates from the standard model of  instrumen-
tal rationality, and does so in a number of  very stereotypical ways. As we have 
seen, several game theorists have tried to explain these anomalous results by 
developing more complicated utility functions that include multiple sources of  
utility, such as a “material payoff ” and a “fairness function.”54 Apart from com-
mitting the “error of  premature concreteness,” these theorists also make the 
dubious choice of  lumping the concern over fairness in with the payoff, thereby 
obscuring the deontic component of  the agent’s motive. As a result, they are 
unable to explain clearly one signifi cant feature of  the interaction. In the typical 
North American trial, it is actually only the pattern of  rejection that is mysteri-
ous. Offers are largely consistent with utility-maximization, given the pattern of  
rejections. In other words, the individual making the offer usually tries to keep as 
much of  the money as possible, but knows that “low-ball” offers are likely to be 
rejected. Thus a common strategy for this player is to make an offer that is low, 
but not too low. Many theorists have felt this to be somewhat odd, given the pecu-
liar combination of  maximizing behavior on the part of  the player making the 
offer and nonmaximizing behavior on the part of  the player deciding whether 
to accept.55 (By contrast, in the “dictator” game, in which one person is simply 
given the money and asked to specify a division, offers are much lower than in 
the ultimatum game—typically about 20 percent of  the stake on average. Here 
one can see the impact that the norm of  fair division has when all strategic con-
siderations are factored out.)

The best way to clarify all of  this is to separate out the deontic from the con-
sequential features of  the decision problem, and then show how the two can be 
reintegrated. First, consider the situation of  the individual faced with the choice 
of  how much money to offer his opponent. He wants to keep as much of  it as 
possible. Yet he knows that the norm of  fairness applies to this situation, and 
thus that the appropriate action is to split the money 50-50. How should all this 
be represented? The type of  structured value function presented in equation (1) 
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suggests that we should fi nd a way of  representing how each agent feels about 
the money, and how each feels about the fairness norm, keeping the two sepa-
rate. Let us suppose, for the sake of  simplicity, that both agents are risk neutral 
and that their utility is a linear function of  their monetary payoff. Then we can 
set the utility of  $100 at 1, $50 at 0.5, and so on. This much is pretty standard. 
Now consider how the players’ attitudes toward the norm should be represented. 
Suppose that for the fi rst player, perfect conformity with the norm has an appro-
priateness of  1, while complete violation of  the norm is worth 0. Suppose further 
that offers are considered better the closer they are to the ideal of  even division, 
so that “more fair” is better than “less fair” in a linear fashion. Thus an offer of  
$50 will be worth 1, an offer of  $30 worth 0.6, an offer of  $10 worth 0.2, and 
so on. (Offers above $50, along with any possible “supererogatory” valuation, 
will be set aside here.)

For the second player, we can imagine a perfectly symmetric scale, except that it 
will be the action of  rejecting unfair offers that is positively valued (and both agents 
consider the normative dimension of  the situation to be about half  as important 
as the monetary stake). Thus rejecting an offer of  $0 will be worth 1, rejecting an 
offer of  $10 will be worth 0.8, rejecting an offer of  $40 will be worth 0.2, and so 
on again. Suppose fi nally that γ1 = γ2 = 0.4.

If  we grant that this model provides an adequate representation of  the 
interaction, it is now easy to see why individuals select the types of  actions that 
have been observed. Under these circumstances, the player making the offer 
suffers from some loss of  value in making unfair offers, but this is easily out-
weighed by the monetary advantage. As a result, we can expect this player’s 
actions to conform to the utility-maximization hypothesis (i.e., he will offer 
the other player as little as possible). However, the second player is in a differ-
ent situation. For the person making the offer, the more unfair the offer, the 
more lucrative it is. But for the second player, the more unfair the offer, the less 
lucrative it is. As a result, while the second player has a fi nancial incentive to 
accept offers that are only somewhat unfair, there will be a point at which the 
desire to accept will be outweighed by the desire to punish the other for making 
a low-ball offer. In other words, the cost of  punishing unfair offers decreases as 
the offers become more unfair. Thus value-maximization leads her to engage 
in non-utility-maximizing behavior. The value of  player 2’s options is shown 
in fi gure 3.5. Rejecting overtakes accepting at around $22. At this point, the 
satisfaction that player 2 gets from enforcing the norm begins to outweigh her 
desire to get the money.

Thus player 1, anticipating this, will try to maximize his own value by mak-
ing an offer just high enough that player 2 will not reject it. This analysis of  
the problem clearly explains the asymmetry between the two players’ behav-
ior—the fact that one appears to be maximizing payoffs while the other is not. 
It can be seen to arise from structural features of  the interaction, not from any 
asymmetry in the orientation of  either player toward either the social norm or 
the money. This helps to explain why the same pattern of  behavior persists even 
when the roles of  the two players are reversed.
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In the actual experiments, the mean offer is much higher—closer to the 50-50 
division. Apart from simple modeling and calibration issues, one can imagine 
a number of  other factors that would contribute a higher mean offer than the 
one suggested by fi gure 3.5. First, some individuals making offers feel strongly 
enough about the fairness norm that they immediately select the 50-50 split, 
without making any calculations about what their opponent is likely to do. 
There is also considerable uncertainty in the actual experiments, so fundamen-
tal choice dispositions are not common knowledge. Since “playing it safe” in this 
game means making a higher offer, we can expect to see a mean in actual trials 
that is much higher than would obtain under perfect information.

The same type of  representation can be used to model cooperation in pub-
lic goods games. Figure 3.6 shows a classic prisoner’s dilemma, but in this case 
between actors who both accept a norm that prohibits defecting. (For the sake of  
illustration, defection is assigned an appropriateness of  –2.)

In order to resolve the decision problem, each player must calculate the 
expected value of  each available action. In this case, however, because each 
agent’s principles confl ict with her desires, it is important to pay attention to 
how the two are being weighted against one another. In fact, the solution dif-
fers depending on what sort of  weight the two players assign to the social norm 
that prohibits defection. Suppose both players assign relatively little deliberative 
weight to norms, such that γ1 = γ2 = 0.25. In this case, action d strongly domi-
nates c for both players, and so the norm does nothing to resolve the prisoner’s 
dilemma.

The picture changes if  players assign greater weight to normative con-
straints. If  g1 = g2 = 1, then dominance reasoning generates a different equilib-
rium. The inappropriateness of  defection now outweighs the desirability of  the 
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Figure 3.5 Ultimatum game.
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associated outcome, and so both players are better off  cooperating, regardless 
of  what the other does.56 Again, this gives them each grounds to believe that 
the other will choose c, and so grounds for calculating the expected value of  
their actions. Each will then choose c, resulting in an outcome with a payoff  of  
3 for both players. (Naturally, the players need not have the same value for g. 
If  g1 = 0.25, and g2 = 1, player 1 will in fact be able to exploit player 2 with 
impunity. Player 2 will cooperate, regardless of  player 1’s anticipated defection, 
simply because he is unwilling to “stoop to the same level.” Of  course, he may 
still take punitive action in the future.)

This example shows how normative constraint can provide a “moral” solution 
to the prisoner’s dilemma. Of  course, theorists like Ken Binmore would be right to 
observe, at this point, that such a “solution” merely shows that the interaction was 
not really a prisoner’s dilemma in the fi rst place. It was simply an interaction that 
had been modeled incorrectly, through omission of  a salient factor, namely, the 
agents’ preferences over their own actions. This is technically correct, but jejune. 
The important point is that this “solution” allows us to preserve the intuition 
that, in this interaction, both players have a strong desire to defect, and that there 
is a clear sense in which it is in their individual interest to do so. (Furthermore, it 
allows us to represent in the model the way individuals themselves typically inter-
pret such interactions.) Individuals act against their self-interest (in at least one 
important sense of  the term) when they allow deontic constraints to outweigh 
their concern for the consequences of  their actions. This is how social integra-
tion is achieved—not through a preordained harmony of  individual interest, but 
through norms that override individual interests in various contexts.

Examples of  norms that secure cooperation in this way abound in everyday 
life. The norm that prohibits cutting into line is a typical example. Waiting to 
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get through a grocery checkout, or a fi re exit, is a classic multiplayer prisoner’s 
dilemma—everyone wants to rush up front, but if  everyone does that, the disor-
der will result in everyone getting through more slowly. The queuing norm cor-
rects this simply by proscribing going through before those who arrived earlier. 
The norm doesn’t change how much people want to escape the burning build-
ing, or how desperately they want to get home from the grocery store; it simply 
imposes constraints on the range of  actions that they are willing to perform in 
order to achieve these outcomes.

Thus the analysis developed here provides a formal model of  action that shows 
how, in principle, agents are able to use rules to work themselves out of  the “state 
of  nature.” In practice, however, things are a bit more complicated. In order for the 
sort of  equilibrium solutions outlined here to work, players must start out with a 
lot of  knowledge about each other. In standard game theory, it is assumed that all 
players’ beliefs and desires are common knowledge at the start of  the game (and 
in repeated games, that all players’ discount rates are common knowledge). If  one 
simply adds common knowledge of  principles and of  fundamental dispositions 
to this, then interactions with value functions can be handled using variations 
of  the standard game-theoretic solution concepts (Nash equilibrium, subgame 
perfection, etc.). Cases where there is some uncertainty about any of  these inten-
tional states or dispositions can be handled using a standard “Bayesian” trans-
formation of  the game.57 In such a game, asymmetric information is represented 
by having nature fi rst make a random move that determines player 2’s “type.” 
For example, suppose that player 1 must interact in a prisoner’s dilemma-type 
interaction with an agent who is known only to have a g2 of  either 0.25 or 1 (and 
γ1 = 1). Player 1 can start out by assigning a prior probability to each value of  γ2

(based, perhaps, on the number of  agents with γ values of  0.25 and of  1 in the 
population). The interaction can then be modeled as one in which nature moves 
fi rst, “deciding” whether γ2 is equal to 0.25 or 1 on the basis of  this prior prob-
ability (shown in fi g. 3.7, with some abuse of  notation). So if  nature goes “left,” 
player 2 has a fundamental choice disposition of  only 0.25, whereas if  nature 
plays “right,” γ2 = 1. (In order to simplify the diagram, the value of  actions is 
shown as the appropriateness weighted by the agent’s fundamental choice dispo-
sition.) Player 2 observes this move (i.e., knows her own disposition) while player 
1 does not. Thus when player 1 chooses, he does not know whether he is playing 
against an individual who assigns a weight of  –0.5 to the act of  defecting, or –2. 
However, his belief  about the probability that player 2 is of  one type or the other 
allows him to calculate the expected value of  each of  his actions. For instance, if  
γ2 = 1 with probability 0.5, this suggests that there is a 0.5 probability player 2 
will choose d, and a 0.5 probability she will choose c. This gives cooperating an 
expected value for player 1 of  2, and defecting an expected value of  only 1. Thus 
player 1 will cooperate, even if  he believes there is only a 50 percent chance that 
player 2 will do the same.

If  the players are involved in a sequence of  interactions (i.e., a multistage 
game), this framework can be used to model the development of  trust. Trust 
can be defi ned as simply a state in which everyone believes that everyone has a 
broadly norm-compliant disposition (i.e., assigns a suffi ciently high value to γ
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that their normative constraints outweigh their desires).58 The best way to 
achieve this state is if  the parties are able to somehow reveal to each other that 
they have such a disposition. This can be done, for example, by establishing a 
known history of  having forgone opportunities for utility-maximizing defection. 
For instance, if  player 2 does select c, this gives player 1 reason to “update his 
prior,” that is, to reevaluate his belief  that the probability of  γ2 = 1 is 0.5, in 
light of  this new information. Agents who start out without knowledge of  each 
others’ fundamental dispositions may therefore be able to reveal these to one 
another by performing actions that provide evidence for specifi c hypotheses.

Such an analysis helps to explain the common practice of  using exercises 
in reciprocity to “build up” trust. People will often start out conducting small 
experiments to see if  they are able to trust one another. They will create opportu-
nities for defection, where the cost of  being suckered is relatively small, in order 
to see how the other responds. If  everyone passes this fi rst test, they will move 
on to a second cooperative project, this one with higher stakes. Eventually, they 
may build up to the point where they are engaging in cooperative projects in 
which the risks associated with being exploited are so great that no one would 
undertake them unless they had a history of  past interaction with the individu-
als involved.

Of  course, the sort of  reasoning that leads to the development of  trust in these 
contexts will generally be obscure from a strictly instrumental point of  view.59 
Insofar as the interaction has an incremental structure, it should be obvious that 
anyone acting strategically would cooperate in the initial stages merely to secure 
opportunities for more advantageous defection later on. Thus instrumentally 
rational agents would never cooperate, even in the initial stages. But rather than 
diagnosing the widespread practice of  building up trust as merely the result of  a 
false induction, it is preferable to consider the possibility that it has a rational basis. 
If  the norms of  honesty and trustworthy behavior are common knowledge (or at 
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least shared among the relevant set of  individuals) and agents are endowed with 
a fundamental disposition that assigns a certain weight to these normative con-
siderations, then the entire exercise starts to make much more sense. Reciprocity 
is often important, not because of  the incentive structure it creates, but because 
of  the way it allows individuals to “reveal their type” to one another.

This analysis suggests that social integration can be achieved through internal 
control alone only under specifi c information conditions, that is, among agents 
who know one another well, or who interact in a “high-trust” social milieu. This 
in turn provides an explanation for the role of  external control—sanctions—in 
stabilizing cooperative interactions. In the absence of  trust, people can generate 
confi dence that they will comply with the prevailing set of  norms by agreeing to 
be punished in the event that they defect. This is the central insight in Hobbes’s 
view. People want to be able to trust one another, because they can benefi t from 
avoiding collective action problems. This makes it in their interest to submit to 
some authority who will sanction them in the event of  noncompliance. Hobbes’s 
mistake was simply to think that this kind of  a sanctioning system rendered trust 
superfl uous. Trust, however, is still required in order to maintain the integrity of  
the punishment mechanism. Thus if  two individuals do not trust one another, 
but both trust some third party, they may arrange with that party to impose 
the sanctions. In this way, sanctions can be used to extend cooperative behavior 
beyond the immediate circle of  people who trust one another, by giving indi-
viduals the confi dence to enter into cooperative arrangements that they might 
otherwise avoid for fear of  being “suckered.”

This observation allows us to specify more clearly the role sanctions play in 
social interaction. Typically people are punished not because they have per-
formed the wrong action but because they have violated the trust of  others. This 
trust is grounded in the expectation that agents have a fundamental disposition 
to accord deontic constraints a certain weight against desiderative constraints 
in their practical deliberations. It is this disposition that, at root, enables them 
to adopt rules to govern their conduct, which in turn allows them to avoid sub-
optimal interaction patterns. When the distinction between deontic, doxastic, 
and desiderative constraints is sharply drawn, the way these rules are integrated 
into the agent’s deliberations, along with the role of  internal and external control 
in social integration, can be clearly specifi ed. The theory that results is one that 
points to the same phenomena the instrumentalist account identifi ed as the key to 
social order—sanctions and reciprocity—but provides a different interpretation 
of  them. The supplementation of  the instrumentalist account with a conception 
of  normative control generates a much more robust account of  social integration, 
one that explains how people are able to enter into cooperative relations with one 
another despite being in a situation of  fundamentally confl icting interests.

This analysis also serves to explain why so many theorists initially found 
instrumental theories far more compelling than they eventually turned out to be. 
As Peter Richerson, Robert Boyd, and Joseph Henrich observe, “the intuition that 
cheap talk, symbolic rewards, and clever institutions are in themselves suffi cient 
to explain human cooperation probably comes from the common experience 
that people do fi nd it rather easy to use such devices to cooperate.”60 The reason, 
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however, that people fi nd these “instrumental” devices effective is that they use 
them only to supplement the generalized presumption of  trust that serves as the 
background to everyday social interaction.61 It is because most people voluntarily 
follow the rules, most of  the time, that a system of  external incentives as weak as 
the one we generally deploy can be successful at maintaining social order.

3.7. Conclusion

An enormous amount of  effort has been expended over the years in an attempt to 
show that instrumentally rational agents can adopt commitments, special choice 
dispositions, or some other mechanism that will allow them to work their way 
out of  collective action problems (and more generally, to resolve the problem of  
order). The underlying motivation has been to explain how it is that we are able to 
avoid the extremes of  uncooperative behavior that simple instrumental theories 
of  rationality consistently predict. Over the years, the arguments advanced have 
become increasingly baroque.62 The model presented here is comparatively sim-
ple. It shows how agents are able to cooperate with one another, even when more 
desirable outcomes can be achieved through defection. By integrating prefer-
ences for actions into the agent’s overall utility function, without thereby obscur-
ing the distinction between preferences for actions and preferences for outcomes, 
the model is able to provide an extremely straightforward representation of  the 
way norms might function as deontic constraints in social choice. The fact that 
the model is also able to supply deliberative microfoundations for a “focal point”
–style solution to coordination problems is an unexpected bonus. It functions as 
indirect support for the proposed analysis, however, insofar as it fulfi lls the tradi-
tional expectation, among sociological theorists, that a solution to the “problem 
of  order” will require an account of  both cooperation and coordination.

More generally, the model proposed here shows that the natural alliance 
that was once assumed between decision and game theory on the one hand and 
consequentialist or instrumental theories of  rationality on the other has largely 
been the result of  a confusion. Insofar as one wants to adhere to the Savage 
trichotomy, and treat actions, states, and outcomes as three analytically dis-
tinct classes of  events, then the prohibition of  preferences over actions is simply 
unmotivated. If  one responds by reading consequences more broadly, in order 
to incorporate any concern over actions into the agent’s preference ordering, 
then one tacitly introduces nonconsequentialist elements into the theory of  
practical rationality—while at the same time obscuring many of  the important 
conceptual distinctions that structure our everyday management of  social inter-
actions. The model I have proposed aims to provide a more expressively robust 
notation, by maintaining the Savage trichotomy (as game theorists are wont to 
do), while introducing nonconsequentialist elements (i.e., principles) explicitly 
into the representation of  the choice problem. The result is a theory of  action 
that renders mathematically tractable the sui generis force of  deontic constraint 
in practical deliberation.
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The discussion so far has been focused quite narrowly on the question of  how 
the various intentional states related to decision can be combined in order to 
yield a particular practical recommendation. It explains why people follow the 
rules, but not why they care about the rules. This refl ects the general intuition 
that it is possible to act rationally, even if  one’s beliefs turn out to be false, one’s 
preferences unreasonable, or one’s principles empty “rule worship.” The theory 
of  practical rationality, narrowly construed, simply specifi es what it is rational 
to do, given one’s beliefs, desires, and principles. Naturally, such a narrowing of  
the fi eld leaves many traditional philosophical questions untouched. In order 
to develop a more robust theory of  practical deliberation, it is necessary to pull 
back the curtain a bit further, and consider the question of  where the agent’s 
beliefs, desires, and principles come from.

But this enterprise turns out to require much more subtlety than many of  the 
early proponents of  the instrumental conception of  rationality ever imagined. 
The reasons for this are deeply connected with some of  the major movements 
of  philosophical thought in the past century, in particular, the development of  
the so-called linguistic turn. Initially, it was simply assumed (by Hobbes among 
others) that agents came equipped with a full set of  beliefs and desires, prior 
to any social interaction. Or to express the same point methodologically, the 
assumption was that one could work out a complete psychology for the agent 
prior to working out a theory of  social action. However, on closer examination 
it became apparent that many of  the beliefs and desires we hold are ones we 
can only ever have by virtue of  our mastery of  a language. And it is not so obvi-
ous that our grasp of  language can be explained prior to an account of  social 
interaction.

4

Intentional States
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Standard decision and game theory sets all of  these problems aside by treat-
ing beliefs as “subjective probabilities” and preferences as “exogenously deter-
mined.”1 Thus decision theory assumes that agents assign some probability 
to all states, but refrains from endorsing any particular account of  how these 
probabilities are related to either objective probabilities or the available evidence. 
Similarly, decision theory takes the agent’s preference ordering as given, with-
out imposing any commitments regarding the origin or nature of  those pref-
erences (although in practice, the view that preferences are “given” is often 
interpreted to mean that preferences are arbitrary, or beyond the scope of  ratio-
nal deliberation).

This strategy of  avoidance is adequate if  the goal is simply to use action theory 
as a tool for developing social-scientifi c models. But it is clearly inadequate for an 
inquiry into moral philosophy structured by action-theoretic concerns. As we 
have seen, there are two components to Hobbes’s instrumentalism: the fi rst is his 
consequentialism—the view that actions have value only as means—the second 
is his noncognitivism about desire—the claim that there is no deliberation about 
ends. So far, we have seen that there is very little to recommend the fi rst of  these 
two views. In order to evaluate the second, it is necessary to develop in greater 
detail a theory of  desire. And in order to work this out, we need a more general 
theory about what intentional states are.

4.1. The Linguistic Turn

The core conceptual revolution at the heart of  the so-called linguistic turn is 
extremely simple. Beliefs, desires, and principles are all intentional states. The 
use of  the term “intentional” is aimed at identifying the central characteris-
tic they all share: they are all “about” something; they possess “content.” This 
“aboutness” is often taken to be the distinguishing mark of  thought, setting it 
apart from mere sensation. In other words, it is often claimed that what makes a 
particular series of  events count as a process of  reasoning, rather than, say, ner-
vous agitation, is precisely that the relevant states possess this sort of  content. 
This view forms the cornerstone of  Edmund Husserl’s philosophical work, but it 
can be traced back quite easily through most of  modern philosophy.

It has also been widely noted that this sort of  aboutness is shared by two 
sorts of  entities.2 Our thoughts clearly have an intentional structure—to think 
is to think about something. Thought always has an object. But language also 
has the same structure. To say something is necessarily to say something about 
something. This much is imposed by the subject-predicate structure of  our 
sentences. The question, then, is what sort of  relationship obtains between 
mental and semantic intentionality.3 Until the late nineteenth century, it was 
almost universally assumed that the intentionality of  our thoughts was to 
be accorded explanatory priority. According to this view, mental intentional-
ity refl ects the fundamental structure of  consciousness. We wake up, we see 
objects in our environment, and we experience perceptions of  them. The about-
ness of  our thoughts refl ects the way information is transmitted to us from the 
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world, through our senses. Semantic intentionality is then treated as derivative. 
Language is regarded as a “code” we use, in order to communicate thoughts 
from one person to another—thoughts that are fully formed prior to their 
 linguistic articulation.4

All of  this seems quite plausible at fi rst glance. But this view of  the world gen-
erates a series of  quite signifi cant puzzles—Cartesian skepticism and solipsism 
being the best-known examples. The central problems all revolve around the dif-
fi culty philosophers have had fi nding some primitive structure of  consciousness 
that would provide a noncircular and nonregressive explanation of  the inten-
tionality of  our thoughts. Visual perception provides the most plausible basis, 
hence the common philosophical idea that our thoughts must be pictures of  the 
world. But this is subject to notorious diffi culties. Husserl’s work—particularly 
the fi fth of  his Cartesian Meditations—is widely regarded as a reductio ad absur-
dum of  this conceptual strategy (Wittgenstein’s Tractatus Logico-Philosophicus is 
also often cited in this way).5 The problem, roughly, is that it is hard to see how 
we ever get a secure link to anything outside our own minds. How do we know 
that our thoughts hook on to the world, as opposed to something more proxi-
mate, such as our perceptions of  the world?

The linguistic turn represents a radical break with this tradition. The basic 
idea is simple. Rather than treating the intentionality of  consciousness as primi-
tive, philosophers began to consider the possibility that semantic intentional-
ity might be more fundamental (or perhaps equiprimordial). After all, insofar 
as our thoughts have content, they can also be given linguistic expression. Thus 
the set of  intentional states is also a set of  states with propositional content. The 
suggestion at the heart of  the linguistic perspective is that the intentionality of  
these mental states may be inherited from the propositions that give them their 
content. This would explain why, as Michael Dummett put it, “thought is com-
municable without residue.”6

It is not diffi cult to imagine the mechanism that might be responsible for such 
an order of  explanation. People who talk to themselves as they try to resolve a 
problem are often described as “thinking out loud.” It is possible that the oppo-
site is true—that thinking (in the sense of  rational, analytic thought) is really a 
form of  silent talking.7 In the same way that we fi rst learn to read out loud, then 
gradually acquire the ability to internalize this practice and read to ourselves, 
philosophers (and psychologists) have suggested that we fi rst acquire the ability 
to talk, and then acquire the ability to think by internalizing this practice. In 
the process, the language becomes compressed and abbreviated. Similar phe-
nomena can be observed with a variety of  different cognitive skills. For example, 
one can see older merchants and accountants in China do extremely complex 
arithmetic calculations “in their heads” while at the same time making slight 
movements of  their fi ngers. The reason is that they have been trained using an 
abacus. After a certain period of  time, abacus users become so accustomed to 
the feel of  the beads that they no longer need to look at the apparatus in order 
to determine the outcome of  their calculations; they can visualize it perfectly in 
their minds. After a while, the more experienced among them no longer need 
the machine at all. The slight movement of  the fi ngers is a vestigial trace of  the 
external apparatus they used to acquire the cognitive skill. There are no doubt 
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many who have eliminated even that, so that they are able to run a fully “vir-
tual” abacus, giving them a capacity to do mental arithmetic far exceeding that 
of  the average individual.

Of  course, running a fully internalized device of  this type requires a very high 
level of  attention. Experienced chess players, for instance, no longer need to play 
on a chessboard; they can simply call out their moves. Nevertheless, they may 
break out a chessboard and set up the game at a certain point as an aid to mem-
ory, if  their ability to concentrate is impaired. We notice similar phenomena in 
the case of  reading and speaking. Many people will read a passage out loud if  
they fi nd that they are having trouble making sense of  it. Similarly, people forced 
to follow complex instructions, or trying to summon greater concentration, will 
often begin to talk out loud to themselves. One study of  children between the 
ages of  5 and 10 found that “most of  the children’s private speech (speech not 
addressed to some other listener) seemed keyed to the direction and control of  
the child’s own actions, and that the incidence of  such speech increased when 
the child was alone and trying to perform some diffi cult task.”8

According to this “external” view, language is a tool that, like the abacus, 
starts out as an element of  our environment. Individuals fi rst master the tool in 
that external form, as a way of  making interventions in the world—in the case 
of  language, as a tool for interacting with other people, or for planning com-
plex actions. They then internalize that tool, so that they can perform virtual 
manipulations, using linguistic markers as a device for planning out complex 
interventions. Thus they acquire an intentional planning system. (And of  course, 
as language learning becomes increasingly important for human survival, evo-
lutionary adaptation begins to favor learning biases and heuristics in children 
that facilitate this learning and internalization process.)9 This would explain 
why human beliefs bear such a striking similarity to assertions, and reasoning 
bears such a striking similarity to argumentation. It is because they are both in
foro interno versions of  those in foro externo practices.10

This is a radical inversion of  the usual explanatory order, and is clearly moti-
vated by philosophical considerations that extend far beyond the scope of  this 
work. There is one issue, however, that is of  quite direct relevance. The linguis-
tic turn creates enormous doubts about what we might call the autonomy of  
the mental. From the standpoint of  the philosophy of  consciousness, each indi-
vidual is regarded as a pretty much self-suffi cient reasoning machine, capable 
of  forming beliefs, making inferences, and acting rationally, with absolutely no 
input from his or her fellow creatures. However, if  mental states depend crucially 
on language for their content, and language arises out of  social practices, then 
the individual’s own intentional planning abilities—precisely those abilities that 
various conceptions of  practical rationality seek to model—would appear to 
depend in very important ways on aspects of  the agent’s social environment.

Early instrumentalists all assumed that intentional states were states of  con-
sciousness. This is very clear in the sort of  mechanistic views of  mind one fi nds 
in Hobbes and Hume. These theorists took such states as given in a very concrete 
way (especially desires, which they referred to with such terms as “springs of  
action” or “vital motions”). If, however, one chooses to regard these states as at 
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least in part a product of  social interaction, then one cannot imagine that people 
come equipped with them prior to any such interaction. More specifi cally, one 
cannot follow Hobbes’s recommendation and “consider men as if  but even now 
sprung out of  the earth, and suddainly (like Mushromes) come to full maturity 
without all kind of  engagement to each other.”11 Intentional states cannot be 
taken as “input” into a comprehensive theory of  practical rationality, since one 
of  the features of  social interaction will be precisely that it serves to create agents 
endowed with such states. Thus the elaboration of  the theory of  practical ratio-
nality must proceed with much greater caution, and take much less for granted. 
The potential rewards, however, are great. In the same way the linguistic turn 
promises to cut the Gordian knot when it comes to the traditional problems of  
Cartesian skepticism, it also promises a way out of  the sterile impasse of  moral 
noncognitivism that dominated Western philosophy in the twentieth century.

4.2. The Priority of Language and Consciousness

The central conceptual revolution underlying the linguistic turn—what 
Dummett calls “the extrusion of  thoughts from the mind”—still strikes many 
people as implausible.12 It is therefore necessary, before beginning a more seri-
ous inquiry into the nature of  our intentional states, to consider some of  the 
reasons the older “philosophy of  consciousness” view, which was an unspoken 
assumption of  Western philosophy from Descartes through Husserl, came to be 
regarded as problematic.

There are two central distinctions that structure this entire discussion. First, 
there are different ways of  conceiving of  intentional states. The older view, often 
referred to as psychological imagism, treats beliefs as a kind of  picture or image of  
the world. This is the theory of  mind one can fi nd in Hobbes, Descartes, Locke, and 
Hume, among others. The dominant view in contemporary philosophy, on the 
other hand, is known as psychological sententialism.13 According to this view, beliefs 
are fundamentally sentence-like in structure, governed by natural-language-like 
syntax and semantics. The contents of  beliefs are propositions, not pictures.

The second major distinction concerns the status theorists assign to natu-
ral language. As we have seen, early modern philosophers thought that beliefs 
developed in a completely autonomous manner within the individual, and that 
language was a type of  code used merely to communicate these beliefs to other 
people. According to such a view, it is conceivable that an agent could have a 
fully developed cognitive system without any ability to communicate. In con-
trast to this communicative view, many philosophers have argued that natural 
language plays a constitutive role in cognition. Language is regarded not just as 
a tool that we use to communicate, but rather as a tool that we use to think. 
Language is, as Dummett puts it, the “vehicle of  thought.” Beliefs and desires, 
according to this view, have a language-like structure because they are the inter-
nal correlate of  external speech acts.

There is a certain neatness of  fi t between psychological sententialism and 
the constitutive view of  natural language. However, there are many who defend 
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both sententialism and the communicative conception of  natural language, by 
arguing that our intentional states are formulated in a “language of  thought” 
that exists prior to natural-language acquisition.14 Thus it is helpful to begin 
by looking at the arguments that have been advanced for sententialism, before 
moving on to consider the question of  where these sentences come from.

The problems with imagism are suffi ciently obvious that it is often hard to see 
how they could have been ignored for so long. Apart from the case of  completely 
elementary fact-stating sentences, there is simply no image that corresponds to 
most of  our beliefs. It is diffi cult even to know where to begin, for instance, giving 
an account of  all but a few of  the sentences in this book. Fundamental problems 
show up even in easier cases, such as elementary descriptive sentences that are 
tensed, modalized, or negated. Which element of  a picture represents the fact 
that “it will rain tomorrow” as opposed to “it will rain next Tuesday”? What about 
“it might have rained,” or “it has not rained”? There is also the well-known prob-
lem that people seem to be able to think about a “triangle” without thinking of  
any particular type of  triangle, of  a “speckled hen” without thinking of  a hen 
with any specifi c number of  spots, and so on.15

There are many other respects in which entertaining a belief  is quite differ-
ent from imagining a picture. Much of  the logic of  our ordinary belief-talk pre-
cludes thinking of  beliefs as nonlinguistic. First, when we ascribe one belief  to 
an individual, we are also generally entitled to ascribe to that individual belief  
in the logical consequences of  that belief. A person who believes that the ball is 
red must also believe that it is not blue. This means that beliefs are the sort of  
thing that can play the role of  premises or conclusions in inferences. Yet there is 
reason to think that only sentences or sentence-like objects can play this role (for 
example, many people think that valid inference must be defi ned truth-function-
ally, and only sentences are capable of  truth or falsity).

There are also a number of  considerations arising from the way that we indi-
viduate beliefs. For example, substituting coreferential expressions within a belief  
does not preserve its identity: “Bill left fi ngerprints at the crime scene” is not the 
same as “The thief  left fi ngerprints at the crime scene,” even if  Bill and “the thief ” 
are the same person, and even if  the individual holding the belief  believes that 
Bill is the thief. Among other things, the two beliefs license different counterfac-
tual inferences. There are even cases where substitution of  synonymous expres-
sions does not preserve identity of  belief.16 This suggests that the linguistic form in 
which a belief  is expressed strongly determines the identity of  that belief.

Finally, there is the observation that individuals are able to hold beliefs in two 
different ways, one of  which seems to imply a stronger epistemic tie to the world 
than the other. We may say that John believes that the thief  escaped, or that 
John believes, of  the thief, that he escaped. The latter (known as belief  de re) is 
epistemically stronger than the former (de dicto), since it implies that there was in 
fact a thief, whereas the former does not.17 But this sort of  discrimination is very 
diffi cult to explain if  we do not assume that beliefs have a sentence-like structure. 
For example, it doesn’t make much to sense to ask of  a dog whether he believes 
that his owner is about to feed him, or whether he believes, of  his owner, that she 
is about to feed him.
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These observations have several immediate consequences. The fi rst is that 
mental pictures cannot provide an appropriate model of  belief. Beliefs have an 
internal structure that pictures lack, and are inferentially articulated in a way 
pictures cannot be. We have some sense of  how the belief  that “the ball is red” 
could be a picture. But what does the picture of  “the ball is not blue” look like? 
Or imagine two individuals watching security camera footage of  a crime. One of  
them recognizes the thief  as Bill, the other does not. They have the same picture 
of  the events in their minds, but their beliefs have radically different content.

Thus it is largely taken for granted in contemporary discussion that beliefs 
have a linguistic structure. Of  course, there can be no doubt that certain forms 
of  thinking do involve the manipulation of  images in our minds (as when we 
rotate an object in “the mind’s eye,” in order to analyze it from different perspec-
tives). Furthermore, no one doubts that our cognitive-linguistic system is inte-
grated with this perceptual system, so that, for example, we can associate names 
with faces, in order to better remember them, or associate images with concepts, 
in order to better grasp their relations. The point is that this perceptual imaging 
system does not provide a set of  explanatory primitives that is suffi cient to explain 
belief, or any other contentful intentional state. The intentionality of  thought is 
not reducible to the “aboutness” of  our perceptions. So when we try to explain 
beliefs and desires, or any of  the other intentional states that fi gure in our practi-
cal reasoning, we need to understand the role of  language in cognition.

These considerations help to explain why many philosophers are loathe to 
ascribe beliefs to animals. To a certain extent, this is a terminological dispute, 
since almost everyone is prepared to grant that dogs and cats have some kind 
of  protobelief  that is functionally similar to beliefs in humans.18 The question is 
really how much sense it makes to ascribe beliefs to an organism when that organ-
ism is incapable of  accepting or rejecting any of  the inferential consequences of  
that belief, and where most of  the standard criteria we use to individuate belief  
cannot be applied. In other words, since the vast majority of  conclusions that 
follow from the claim “x believes that p” simply do not follow when x is a dog, 
rather than a person, there is something very misleading about using the term 
“belief ” in this context.19

This would be just a terminological quibble, were it not for the fact that ascrib-
ing beliefs to animals is an invitation to commit a certain type of  fallacy. There 
is still a tendency to imagine the animal kingdom organized in much the way 
that Aristotle conceived of  it. According to this view, the soul has various parts, 
and all living things are organized into a hierarchy, structured by possession of  
these parts. Thus plants have a soul that includes only a nutritive part, animals 
have both a nutritive and an appetitive part, while humans have nutritive, appe-
titive, and rational parts. This view gives rise to the tendency to regard humans 
as “animals-plus,” that is, as creatures with all the parts possessed by the lower 
forms, plus the capacity to use language, or to reason. Thinking this way invites 
the following fallacious inference: “It must be possible for humans to have beliefs 
without language, because dogs have beliefs, and we all know they can’t talk.”

The problem here is that humans are not dogs with some extra capabilities 
added in. We are two separate species, which branched off  from a common 
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ancestor well over a half  billion years ago. Furthermore, humans have specifi -
cally evolved as a language-dependent species. In other words, our biology has 
undergone signifi cant adaptation since the time we began to use language. In 
the same way that our larynx is adapted for speaking, our brains are adapted for 
linguistic processing (after all, having a brain that allows one to learn language 
faster improves one’s fi tness, when one develops in a community of  language-
users). Chimpanzees have a cognitive system that is fully functional without 
language, so that when they are taught to sign they receive a kind of  cognitive 
bonus. Humans are not like that. Our cognitive systems are adapted to oper-
ate using linguistic resources, and are not fully functional without them. Thus 
the question of  whether animals have beliefs is not merely terminological, since 
many people affi rm the claim on the basis of  conceptual confusion.

The more powerful arguments against psychological sententialism arise, 
therefore, not from observation of  animals, but rather from consideration of  the 
cognitive performance of  human infants. Here there is no danger of  slipping into 
anthropomorphism. Human infants, it is argued, are clearly capable of  perform-
ing a variety of  cognitive tasks prior to the acquisition of  language. They are able 
to engage in goal-directed activities, to plan their behavior, to use tools, to antici-
pate the trajectories of  moving objects, and so forth. Thus the basic apparatus of  
practical rationality, it is argued, including beliefs and desires, must be in place 
before the acquisition of  language. This is the argument advanced by, among 
others, Jerry Fodor, who claims that thinking occurs in “mentalese,” an innate 
“language of  thought” that is prior to natural language. Language is developed 
as a way of  expressing ideas that are developed in mentalese.20

Of  course, no one doubts that infants have some kind of  cognitive machin-
ery in place that allows them to perform goal-directed tasks. More specifi cally, 
they have an entire set of  innate evolutionarily adapted mechanisms, each of  
which specializes in certain processing tasks. Keith Stanovich refers to these as 
“the autonomous set of  systems” (TASS).21 They allow infants (and, of  course, 
adults) to perform a variety of  sophisticated computational tasks, such as cal-
culating trajectories, remembering faces, and determining the gender of  other 
persons. These systems are characterized by certain highly specifi c features: the 
processing is very fast, computationally undemanding, unconscious, heuris-
tic, domain-specifi c, and functionally rigid.22 Furthermore, these mechanisms 
typically bear the hallmarks of  evolutionary adaptation, since the type of  com-
petencies we exhibit seem very closely tailored to solving problems that would 
have arisen in the environment of  evolutionary adaptation. (For example, our 
intuitive grasp of  trajectories generates the right anticipations in the air, but 
the wrong anticipations underwater.) For this reason, Timothy Wilson refers to 
this level of   processing as “the adaptive unconscious,”23 in order to distinguish 
it from the more explicitly language-dependent intentional planning system (or 
what Stanovich calls the “analytical system”), which is slow, computationally 
demanding, rule-based, highly fl exible, and normally conscious.24

The question is whether language is a “module” at the level of  the adaptive 
unconscious or, more generally, whether the resources provided at that level are 
suffi cient to explain the content of  expressions formulated in natural language.25
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In other words, the question is whether mentalese (or whatever other compu-
tational “language” or system the adaptive unconscious runs on) is governed 
by a natural-language-like syntax and semantics. Fodor maintains that when 
a child sees a brown dog, this experience causes the child to have thoughts, in 
mentalese, that include terms that refer to “dogs” and “brown.”26 Thus a child 
might formulate a self-standing mentalese belief  with the content “there is a 
brown dog.” The child will later learn how to translate this thought into one or 
another natural language, so that she can express it in English, Chinese, or what 
have you.

This thesis, incidentally, should not be confused with the Chomskian hypoth-
esis that grammar is an innate structure residing at the level of  the adaptive 
unconscious. The distinction sometimes gets blurred, when people talk about 
a “language instinct” or the “innateness” of  language.27 Fodor is making what 
might be thought of  as the maximal innateness claim—that people come with 
both the meaning of  words and the rules of  grammar built in. This should be dis-
tinguished from the more moderate view that individuals come equipped with 
certain innate grammatical rules, but that they learn their lexicon of  mean-
ingful terms from the (natural language) linguistic environment. Finally, there 
is the minimal view that individuals learn both the syntax and semantics of  
their language from the environment, but have an innate language-acquisition 
mechanism (at the level of  the adaptive unconscious) that explains both the ease 
and rapidity of  language learning and the characteristic structural constraints 
that the grammars of  human languages all respect.

If  either of  the latter two views were correct, then it would clearly be ille-
gitimate for decision theorists to take beliefs and desires as given, prior to any 
practical deliberation or social interaction. The basic Hobbesian explanatory 
strategy—of  characterizing individual psychology fi rst, then generalizing the 
account to cover social interaction—depends on the correctness of  the “max-
imal” innateness claim. Of  course, Hobbes thought such a claim was correct 
because he treated beliefs as images, and thus as independent states of  the indi-
vidual’s consciousness (in the same way our perceptions of  the world are inde-
pendent states of  our consciousness). According to this view, we could have a 
belief  that there is a tree in front of  us, even if  the rest of  humanity had never 
existed, for the same reason that we would be able to see the tree in front of  us, 
even if  the rest of  humanity had never existed.

The suggestion that beliefs must be sentential in form, rather than pictorial, 
threatens to undermine this independence. If  language (or even just semantic 
content) is learned through social interaction, and beliefs are linguistically for-
mulated, then belief  cannot be an explanatory primitive in the theory of  practi-
cal rationality. An explanation of  the nature of  belief  will have to emerge out 
of  our account of  social interaction. Thus Fodor’s proposal offers to rescue the 
Hobbesian explanatory strategy, by suggesting that beliefs, despite being linguis-
tic, can still be explained in a purely individualistic fashion. They are formulated 
in an innate mentalese, not a language learned through social interaction. In 
fact, languages learned through social interaction can only be made sense of  
against a background grasp of  mentalese, according to Fodor. Thus we could 
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have a mentalese belief  that there is a tree in front of  us, even if  we had neither 
the means nor the occasion to express this belief.

The question, then, is whether this concept of  mentalese is plausible. 
Unfortunately, most of  the debate over the innateness of  language is quite con-
fusing on this point. Stephen Pinker, for instance, despite saying that “language” 
is innate, only really marshals evidence to show that certain structures underly-
ing natural language syntax are innate.28 The concept of  mentalese involves the 
claim that there is not just an innate syntax underlying all natural languages 
but also an innate semantics. There is no empirical reason to believe this claim, 
which is why it needs to be assessed on its philosophical rather than its scientifi c 
merits. The relevant philosophical question is whether it is coherent to think 
that a purely individualistic language of  this type could have content, such that 
it could explain the intentionality of  our beliefs and desires. There is a very infl u-
ential line of  argument, stemming from the later work of  Ludwig Wittgenstein, 
that claims that it cannot. This is, of  course, the famous “private language argu-
ment.”29 Despite the tendency among subsequent generations of  philosophers 
to interpret this argument to mean pretty much whatever they would like it to 
mean, one can nevertheless see how the more powerful objections to Fodor’s 
hypothesis are all variations on this basic line of  thought.

4.3. The Private Language Argument

The interest in beliefs and desires here stems from the central role they play in 
practical reasoning. One of  the central features of  reasoning is that it is, by its 
very nature, something that can be done correctly or incorrectly. That is what 
distinguishes a rational conclusion from a conclusion that simply happens to 
have been reached. Reason is an intrinsically normative concept. This norma-
tivity is shared by all of  the elements that go into a given sequence of  reason-
ing. Reasoning involves inference, which can be either valid or invalid. These 
inferences operate on beliefs, which seek to represent states of  affairs, and can 
be either true or false. These beliefs are in turn formed out of  concepts, which 
seek to refer to some object or property, and do so either successfully or unsuc-
cessfully. Thus there are three orders of  semantic value: reference, truth, and 
validity, which articulate the normative criteria we use to evaluate subsenten-
tial, sentential, and intersentential operations, respectively.30 Grasping a concept 
means applying it correctly, for example, applying the word “dog” to dogs and 
only dogs. Understanding a sentence means using it correctly, for example, say-
ing “it’s going to rain” only when it is going to rain. And grasping an inference 
means drawing the correct conclusion from the correct premises, for example, 
concluding that someone is going outside when he announces “I’m going for a 
walk.”

The important point here is that all three of  these forms of  normativity are 
interdependent. Thus the “normativity” of  reason does not just involve the con-
clusions we draw from our beliefs. It extends down all the way to the level of  the 
concepts we use. Grasping the meaning of  a word means understanding how to 
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use it correctly. Thus in seeking to understand language, and linguistic mean-
ing, we need to provide some account of  this normativity. It is here that Fodor’s 
account of  mentalese, along with the communicative conception of  language, 
runs into trouble.31 The upshot of  Wittgenstein’s private language argument 
is precisely that normativity cannot be explained as a purely private relation 
between the individual and the world.32 It follows from this that the adaptive 
unconscious does not have the resources, all by itself, to confer semantic content 
on terms, because no individual has the resources, all by herself, to distinguish 
correct from incorrect uses of  these terms.

Wittgenstein frames his investigation in terms of  what it means to follow a 
rule. He argues that purely private rule-following is incoherent. In order to say 
that one is following a rule, there must be a difference between thinking that one 
is following it and actually following it. However, an individual all by himself  
is unable to draw this distinction. As Wittgenstein put it, if  “whatever is going 
to seem right to me is right . . . that only means that here we can’t talk about 
‘right.’ ”33

To strip the argument down somewhat, consider the following scenario.34

Imagine a man shipwrecked on a desert island. He decides to keep track of  how 
many days he has been on the island by carving notches on a tree every morn-
ing on awakening. However, he fi nds that later in the day, he is often unable to 
remember clearly whether he made the notch for that day or not. So he decides 
to implement a second mechanism, which will allow him to check to make sure 
that he hasn’t forgotten. Perhaps he resolves to put a pebble in a jar, to show that 
he has made his check for the day. But obviously this is no help, since it is vulner-
able to the same problem. Later in the day, he may fi nd that he cannot remember 
whether he has made the notch or added the pebble.35 He may also be unable to 
remember whether the plan was to add a pebble every day, or every other day.36

Thus there is a sense in which the shipwreck survivor is unable to regulate his 
conduct by a rule, simply because there is no difference between following the 
rule and just doing whatever it is that he happens to do and thinking that he is 
following the rule. Inventing a second rule to act as a check on the fi rst rule is, 
to use another of  Wittgenstein’s analogies, like the man who, fi nding it hard to 
believe the morning’s headlines, goes out and buys a second copy of  the same 
newspaper. The practice of  keeping track of  the days that pass only acquires the 
character of  a rule when more than one person does it, so that they can check 
against one another. (So it is only the possibility of  rescue that could give the 
survivor’s practice of  tracking the days a rule-like character.) Rules are the way 
individuals coordinate behavior among themselves; it is precisely this interper-
sonal dimension that makes the normative concept of  error meaningful.

One can see quite easily how this argument can be applied to the case of  
private language. The idea that there might be a “language of  thought” has 
traditionally run into trouble when it comes to characterizing the reference rela-
tionship that exists between a concept in someone’s mind and the actual objects 
in the world to which it refers. A mere causal connection (or “nomic covari-
ance”) will not suffi ce, because it cannot account for the possibility of  error.37 A 
child can be caused to think “dog” in response to a dog, but can also be caused to 
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think “dog” in response to a wolf  or a coyote, or even a pile of  laundry sitting in 
the shadows. But the word “dog” nevertheless only refers to the fi rst.38 A private 
sensation will not suffi ce either. If  we apply names to our inner sensations, such 
as dog-like patterns of  retinal irradiation, how do we know that we are doing so 
correctly? When one sees another dog, how is one to know that this sensation is 
of  the same type as the previous sensation? In other words, how are we to know 
if  we are using words consistently or erratically?

If  the private language argument is correct, then the answer must depend 
on whether other people can understand us. Individuals do not have the abil-
ity to determine, all by themselves, whether what they say (or think) makes 
sense. Language makes sense when people are able to use it to understand one 
another, to bring about “agreement in forms of  life.”39 Of  course, once individu-
als have learned a language and internalized the apparatus of  conversational 
exchange, they can run virtualized discussions in order to test the correctness 
of  their assertions, or their arguments. Thus the private language argument 
does not imply that individuals are unable to retain language in isolation, or 
that people begin to babble the moment that they fi nd themselves shipwrecked 
on desert islands. It simply shows that the idea of  an individual who comes fully 
equipped with a language prior to all social interaction is incoherent, because 
the type of  rule-following that governs language is impossible in the absence of  
an external check on the individual’s conduct.40 This is what makes correction 
possible, which in turn is what makes it possible for linguistic representations to 
be misrepresentations.

The private language argument suggests that language (as a social practice) 
has priority over consciousness when it comes to explaining our intentional 
states. Human infants have all sorts of  cognitive abilities and behavioral disposi-
tions. What the private language argument shows is that this innate psycho-
logical machinery, despite providing most of  the building blocks necessary to 
the development of  linguistic competence, does not provide all of  the resources 
required for an account of  contentful mental states such as beliefs and desires. 
Infants, like all animals, have an environment with which they interact. They 
have an extremely rich perceptual-motor system that allows them to distinguish 
between various states of  this environment, and to conduct themselves in vari-
ous ways with respect to it. The mistake is simply to describe these operations 
in terms that presuppose a structure that is a part of  the intentional frame of  
reference. So, for instance, it would be a mistake to suppose that the signifi cance 
of  color vision is that it allows infants to form beliefs that dogs, and other crea-
tures that lack color vision, are unable to form (such as “these are red peppers” 
and “those are green peppers”). The signifi cance of  color vision is that it allows 
infants to react differentially in ways that covary with certain features of  the 
environment (e.g., to eat only green peppers and not red peppers).41 It is there-
fore helpful to distinguish, when talking about cognition, between sentience and 
sapience—where the latter term refers to those operations that involve inten-
tional states, and hence are language-dependent.42

This analysis suggests that a fully developed theory of  rational action is going 
to be quite complicated, since it cannot simply take intentional states as given. 
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We will need to start out with a proto–action theory, which will not presuppose 
such states. At this point, it might help to introduce a terminological distinction 
between a theory of  human behavior, which does not explain conduct in terms 
of  intentional states, and a theory of  action, which does. Our theory of  action 
will therefore need to begin with a theory of  behavior. Such a theory can ascribe 
a wide range of  cognitive abilities to human agents, just not ones that depend on 
language or rationality. We will then need to explain how language could arise, 
within such a behavioral framework, and then how the practice of  language use 
could give rise to intentional states. Only then will the foundations have been 
provided for a theory of  rational action, of  the type sketched out in chapter 3.

The payoff  of  this lengthy enterprise will be that it helps us to further deter-
mine the structure that the theory of  practical rationality should have. It is no 
accident that standard instrumental theories of  rational action have diffi culty 
accommodating rule-following, and explaining social order. As we have seen, 
the standard imagistic theory of  intentional states that underlies classic instru-
mentalist theories of  action is also unable to provide an account of  rule-following. 
The entire paradigm has a blind spot for normativity, from its psychological 
microfoundations all the way to its macrosociological modeling.43 The solution, 
as we shall see, is to build normativity and rule-following in on the ground fl oor 
of  the theory of  action, right into our characterization of  the agent’s intentional 
states. It will then be much easier to see why they play out as they do at higher 
levels of  the theory.

4.4. The Sources of Normativity

In order to understand language we need an account of  normativity grounded 
in a theory of  behavior. In other words, we need to explain, in a way that does 
not presuppose intentionality, how it might come to be the case that certain 
actions are right and others wrong (or correct and incorrect). Naturally, such 
an account will not initially account for how agents are able to say, or to believe,
that certain actions are either right or wrong. It will only explain what it is for 
agents to treat certain actions as right or wrong, in their conduct. It will be an 
account of  what Robert Brandom calls “norms implicit in practice.”44

Brandom’s way of  setting up the problem is instructive. His discussion of  
social norms is structured by his attempt to avoid two explanatory strategies 
that he considers to be unsuccessful. The fi rst of  these views, which he calls 
regulism, identifi es norms with some explicit formulation of  a rule. According 
to this view, a social norm is to be understood on analogy with, say, a sign on 
the beach that says “no swimming.” Normative assessment of  action is pos-
sible because we can take a particular action, compare it against some rule 
that specifi es how the action is to be performed, and determine whether it was 
done correctly or incorrectly. This view fails, according to Brandom, because 
the relevant species of  normativity is merely subsidiary, or derived. “Proprieties 
of  performance that are governed by explicit rules do not form an autonomous 
stratum of  normative statuses, one that could exist though no other did.”45 In 
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this case, the normativity of  the rule is simply derived from the normativity of  
the intentional state that represents the rule. This is clearly not what we are 
looking for. What we need, as Brandom puts it, is a “pragmatist conception of  
norms—a notion of  primitive correctnesses of  performance implicit in prac-
tice that precede and are presupposed by their explicit formulation in rules and 
principles.”46

These considerations remind us that any attempt to explain rules through 
our explicit, or ideational, formulations of  them is bound to be question-
 begging. But while this reminder is helpful, it is possible to take the implied 
anti-intellectualism too far, and to assume that the rules can be identifi ed in a 
way that completely disregards our attitudes toward them. One such approach 
would be to identify social norms with simple regularities in conduct. This is the 
idea at the heart of  the second type of  explanatory strategy, which Brandom 
refers to as regularism.

The problem with regularism, according to Brandom, is that it loses sight of  
the distinction between what is done and what ought to be done. In other words, 
it loses sight of  the properly normative dimension of  social norms. One symptom 
of  this diffi culty—and a crucial objection to regularism—is the problem of  ger-
rymandering. For any fi nite batch of  behavior, one can dream up an arbitrarily 
large number of  rules of  which that behavior would be an instantiation. As a 
result, when presented with a form of  behavior that appears to deviate from a 
rule, it is always possible to generate some other rule, with which that behavior 
would be consistent.

The regularist’s mistake is to think that just because norms do not consist in 
our explicit representations of  them, our attitudes should be completely elimi-
nated from the account. Thus the regularist hopes to discern the presence of  
norms simply by looking at behavioral regularities, while ignoring entirely the 
question of  what agents take themselves to be doing. This is ultimately what 
generates the gerrymandering problem. Without some attention to what agents 
take themselves to be doing, there are simply too many rules that “fi t” the 
data. Furthermore, everything is an instance of  some rule. Thus the distinction 
between correct and incorrect performance collapses. According to Brandom:

For the simple regularist’s identifi cation of  impropriety with irregularity 
to get a grip, it must be supplemented with some way of  picking out, as 
somehow privileged, some out of  all the regularities exhibited. To say this 
is to say that some regularities must be picked out as the ones that ought
to be conformed to, some patterns as the ones that ought to be continued. 
The simple regularity view offers no suggestion as to how this might be 
done and therefore does not solve, but merely puts off, the question of  how 
to understand the normative distinction between what is done and what 
ought to be done.47

Thus the trick is to fi nd some form of  behavior that can be appropriately 
understood as an instance of  “taking something to be correct”—and thus 
expresses the right sort of  normative attitude—but is not itself  an explicit for-
mulation of  the idea that something or other is correct, and does not presuppose 
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any such formulation. In order to fi nd norms implicit in practice, we must fi rst 
fi nd normative assessments of  behavior implicit in practice.

The most obvious candidate for a type of  behavior that manifests norma-
tive assessment is the sanction. We respond to acts that are correct with positive 
sanctions, acts that are incorrect with negative ones. A positive sanction can 
be understood in the standard sociological sense as anything that has positive 
gratifi catory status for the agent acted on, and hence reinforces the behavior—a 
reward. A negative sanction is anything that has negative gratifi catory signifi -
cance, and hence encourages the agent not to repeat the behavior—a punish-
ment. (Needless to say, a sanction need not be produced with the intention of  
bringing about this reinforcing or inhibiting effect.) It is easy to imagine the 
implementation of  such a sanctioning system in a way that does not presuppose 
intentional states in any question-begging way.

The most straightforward way of  trying to generate an account of  social 
norms out of  this conception of  sanctioning would be simply to defi ne a norm 
as a sanctioned regularity in conduct. Brandom ascribes a theory of  this sort 
to John Haugeland.48 According to such a view, agents conform to particular 
patterns because the pattern is positively sanctioned, or because any deviation 
from the pattern is negatively sanctioned, or both. Thus the agent’s behavior 
is implicitly subject to normative assessment—an act is implicitly deemed to be 
correct when it is responded to with a positive sanction, and incorrect when it 
is responded to with a negative one. This sanction is what privileges a particular 
pattern, elevating it above the level of  a mere regularity.

There is something attractive about this account, since the sanction in ques-
tion can be understood without presupposing other normative concepts, and 
yet clearly counts as a type of  implicit normative assessment. Nevertheless, 
Brandom takes it to be inadequate. His central concern is that it is still a type 
of  regularist theory, and so “merely puts off  the issue of  gerrymandering.” The 
introduction of  sanctions allows one to pick out a privileged pattern at the base 
level of  behavior. But the sanctioning itself  is just another pattern of  behavior, 
and so can be understood as “enforcing” an arbitrary number of  different rules. 
“Just as there is no such thing as the regularity of  performance evinced by some 
actual course of  conduct . . . so there is no such thing as the regularity that is 
being reinforced by a certain set of  responses to responses, or even dispositions 
to respond to responses. The issue of  gerrymandering, of  how to privilege one 
specifi cation of  a regularity over equally qualifi ed competitors, arises once more 
at the level of  the reinforcing regularity.”49

One way of  putting the problem would be to say that, according to the sim-
ple sanctioning view, there is no way of  telling whether the person doing the 
sanctioning is doing a “proper job” of  it. The actions of  the sanctioner are just a 
behavior pattern, which can always be understood as an instance of  some rule. 
Thus the distinction between “what ought to be done” and “what is done” disap-
pears at this higher level.

One way of  trying to fi x this would be to add on another level of  sanctions—to 
treat the sanctioning behavior as itself  subject to further sanctions. This would 
be to recognize that “assessing, sanctioning, is itself  something that can be done 
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correctly or incorrectly.”50 This strategy, however, seems to merely put off  the 
gerrymandering issue a bit further, and ultimately generate a regress. No matter 
how many levels of  sanctioning are introduced, there will always be arbitrari-
ness in the pattern at the highest level. Thus, according to Brandom, “if  actual 
reinforcement of  dispositional regularities is all that is available to appeal to in 
making sense of  this regress, it might still be claimed that what is instituted by 
this hierarchy of  regularities of  responses to regularities of  responses ought 
not to count as genuinely normative.”51 (The account, incidentally, cannot be 
patched up just by turning to regularities of  communal assessment either.52

Brandom observes that whether one person or some group of  people is involved 
in making the assessment, the gerrymandering problem persists.)53

In the end, Brandom refrains from offering a clear resolution to these dif-
fi culties, arguing instead that the constitution of  normative statuses may be 
“norms all the way down.”54 Thus he claims that there may be no way of  
explaining normative statuses in terms of  “nonnormatively specifi able dis-
positions.”55 (He has his own reasons for thinking that this prima facie dif-
fi culty may not be that damaging to his project.56) He does, however, overlook 
one promising strategy for resolving the regress problem. The best way to 
eliminate the regress is to close the circle after the fi rst iteration of  higher-
order sanctions. Suppose one person acts. In order to say that this action is 
norm-conformative, we must introduce a second person, who will sanction 
the fi rst. And in order to say that this sanctioning is norm-conformative, we 
must introduce a third person, who will sanction the second, and so on. Or 
so it would seem. But do we need to introduce the third person? Instead of  
introducing a third person to sanction the second, we might simply stipulate 
that the fi rst person sanctions the second. The second agent has what might 
be called an “expectation of  behavior”—she expects the fi rst to behave in a 
certain way. If  the fi rst person anticipates these expectations, he may develop 
what we can call an “expectation of  recognition”—he expects her to respond 
correctly to his actions, to punish him only when it is appropriate to do so, or 
to reward him when he is entitled to it.57 Whenever either expectation is dis-
appointed, sanctions are imposed. In this way, the second person’s sanction-
ing efforts become subject to sanctions by the fi rst, just as the actions of  the 
fi rst are subject to sanctions by the second.

Of  course, this structure of  reciprocal sanctions and expectations generates 
its own form of  regress. The way the fi rst sanctions the sanctioning efforts of  the 
second must also be sanctioned by the second. But this regress is clearly harm-
less in cases where all of  these expectations and sanctions converge on a single 
pattern of  behavior—when everyone enforces a particular pattern of  behavior, 
but also sanctions deviant patterns of  sanctioning with respect to this pattern of  
behavior. And these are precisely the cases in which we would want to say that 
there is a norm implicit in the practice. When the second expects the fi rst to do 
x, the fi rst expects the second to expect the fi rst to do x, the second expects the 
fi rst to expect the second to expect the fi rst to do x, and so on, and all of  these 
expectations are backed by sanctions, then only one action can satisfy all these 
expectations, namely, x. And so x is the correct action. Thus the regress, far from 
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being vicious, generates something very much like the set of  mutually reinforc-
ing expectations that sustain game-theoretic equilibria.

As a result, when sanctioning is reciprocal, two agents can each act in a 
way that confers normativity on the actions of  the other, and this, by exten-
sion, confers normativity back on their own actions. There is nothing left in the 
interaction that could count as “mere behavior.” In particular, because every-
one engages in a normative assessment of  everyone’s conduct, everyone has 
no choice but to adopt such an assessment of  his or her own conduct (at least 
implicitly). Thus it is plausible to suggest that “original normativity” inheres in 
the practices of  a community in which everyone sanctions everyone else, and 
sanctioning conduct is itself  sanctionable conduct. Furthermore, there is no rea-
son to think that this account presupposes cognitive abilities that are beyond the 
reach of  prelinguistic hominids. The sanctioning behavior can be described as 
a set of  responsive dispositions—it need not at any point involve any contentful 
representation of  what the other has done, or will do.

4.5. The Fall of Semiotics

This account of  norms implicit in practice may appear to leave us still quite far 
away from an account of  language and intentionality. But the distance is not 
nearly as great as it might at fi rst seem. In order to see why, there is one more 
piece of  the puzzle that needs to be put in place. The past century has seen an 
enormous conceptual revolution in the dominant approach to the understand-
ing of  language. In the past, it was widely assumed that the primary bearers 
of  meaning were individual signs. Thus the dominant explanatory strategy in 
the philosophy of  language was to explain how words acquired meaning. Once 
this explanation was in place, it was thought, it would then be possible to derive 
the meaning of  all other units of  semantic signifi cance, such as sentences or 
arguments, from looking at how these words got combined. This approach can 
be broadly described as semiotic, since it takes the sign, along with the refer-
ence relationship, to be the explanatory primitive in the theory of  meaning. The 
problem is that no one has ever been able to give a convincing account of  how 
individual words could get meanings, independent of  the sentences in which 
they occur. The dramatic conceptual revolution initiated by Kant’s Critique of  
Pure Reason begins with the suggestion that words and concepts may not be the 
appropriate explanatory primitive. It may be that whole sentences (i.e., judg-
ments) are the primary bearers of  meaning, and that the meaning of  words is 
derived from the contribution they make to the meaning of  sentences in which 
they occur. This idea was later codifi ed in the form of  Gottlob Frege’s “context 
principle,” which states that “it is only in the context of  a sentence that a word 
has a meaning.”58

It seems clear that to learn a language is to learn the rules for the use of  its 
expressions. However, if  the expressions in question are words, then the account 
of  rule-governed action developed in the previous section may not seem to pro-
vide many useful resources. But if  the point of  departure for the development 
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of  a theory of  meaning is not the question of  how words acquire meaning, but 
rather how whole sentences get their meaning, then the picture changes quite 
dramatically. Sentences are, after all, the basic unit we use in order to do some-
thing with language—to make an assertion, give an order, or ask a question. It 
is not hard to see how social practices could provide rules for the use of  expres-
sions in this way (and thus, how the norms implicit in these practices could 
confer meaning on such expressions). Thus an account of  why sentences might 
be regarded as the primary unit of  semantic signifi cance would go a long way 
toward closing the gap between the behavioral account of  norms articulated so 
far and the account of  linguistic meaning that we need to develop.

Although there is no single widely accepted “theory of  meaning” for natu-
ral languages, there is widespread agreement about many of  the characteristics 
that a successful theory would have to exhibit. First and foremost among these is 
compositionality.59 The vast majority of  sentences that people encounter in their 
daily life are ones that they have never heard before. Thus their grasp of  language 
cannot consist of  simply a memorized list of  all the sentences, along with some 
recollection of  what elements of  the environment they covary with. Such a list 
would be infi nitely long. Furthermore, since the grammar of  natural languages 
clearly provides a set of  rules for constructing more complex sentences out of  less 
complex elements, the natural supposition is that our understanding of  language 
must consist of  a grasp of  the meaning of  various subsentential elements, along 
with mastery of  the combinatorial rules that can be applied to these elements in 
order to generate more complex constructions. Put crudely, the thought is that we 
understand sentences because we know the meaning of  the words and we grasp 
the rules through which they are combined. This will sound familiar to anyone 
who has learned a foreign language, since there are two primary elements to this 
task: learning the grammatical rules and memorizing vocabulary.

Thus the compositional structure of  language has encouraged a “bottom up” 
approach to the understanding of  meaning and thought. A simple declarative 
sentence, such as “the table is brown,” contains two important elements—a ref-
erence to a particular object, and the attribution of  some property to that object. 
This is what gave rise to the classic “Aristotelian” analysis of  thought into two 
elements: the universal and the particular. Within this framework, the secret to 
understanding knowledge and thought is fi rst to explain the nature of  univer-
sals and particulars.60 Once this is done, it should be possible to specify how these 
two types of  concepts get conjoined in order to form complete judgments. This is 
the task assigned to the theory of  categories. Finally, once complete judgments 
are formed, a theory of  syllogisms can be introduced in order to explain how 
these judgments get linked together to form chains of  reasoning. Thus according 
to the classic explanatory architectonic, universals and particulars are explana-
tory primitives, subject to two orders of  “logical” transformations: they are sub-
sumed under a category to produce judgments, which are then incorporated into 
a syllogism to produce reasoning.

The problem with this venerable construction is that no one has ever been 
able to explain in a satisfactory way where universals get their content from.61

The particular seems, at least in principle, somewhat easier to understand, since 
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it often refers to a concrete object. It is not hard to imagine that “the table” might 
get its content, in some way, from the table to which it refers. But it is hard to see 
how universals can be subjected to the same analysis. “Brown” does not pick 
out an object in the same way that “the table” does. Plato reasoned, on these 
grounds, that if  the particular gets its content through some kind of  relationship 
to a material object, then the universal must get its content from a relationship 
to an abstract object. Hence his notorious claim that there must be an “intel-
ligible” realm that parallels the physical one. More ontologically parsimonious 
philosophers have tried to show that the universal gets its content from some 
characteristic of  particulars, such as a property that they all share. The “nomi-
nalist” tradition developed out of  precisely this idea—that universals might be 
just “names,” with only particulars having real existence. But without getting 
into all the details, suffi ce it to say that no account of  how this would work has 
ever attracted widespread conviction. For centuries, the debate has swung back 
and forth between nominalism and Platonism. (The popularity of  realism about 
properties or natural kinds in contemporary philosophy signals the return of  the 
platonic impulse to ontologize universals.)

There is, however, one dramatic way of  making “the problem of  univer-
sals” go away. The basic ambition has always been to understand the relation-
ship between particulars, universals, and judgments. The classical strategy is 
to explain the content of  particulars and universals, then use this to derive the 
content of  judgments. Kant observed, however, that one can turn the same trick 
by explaining the content of  particulars and judgments, then using this to derive 
the content of  universals.62 There is no reason why universals must be explana-
tory primitives—philosophers generally just assumed that they were. But given 
a three-level theoretical structure, containing concepts, judgments, and infer-
ences, it should in principle be possible to take content at any level as primitive, 
and derive from it content at the other two.

There is some danger here of  simply substituting a mystery for an enigma. 
Where does the content of  a judgment come from, if  not from its constituent 
parts? It is in response to this problem that Kant initiated the current of  thought 
that has come to be known as philosophical pragmatism. It was always assumed 
that the content of  universals would turn out to be some kind of  representation,
on analogy with the particular. Underlying this assumption was a commitment 
to psychological imagism. Naturally, if  one adheres to this representationalist 
paradigm, then the content of  judgments will appear equally mysterious. One 
will be forced to choose between an implausible ontology of  facts and a story like 
the one Wittgenstein told in the Tractatus, which treats facts as “confi gurations” 
of  objects.63 Kant, however, suggests that judgments are not representations at 
all. Judgments, in his view, are actions. Judging is something that we do. Thus in 
Kant’s view, we receive input from our senses (“the faculty of  intuition”), which 
gives us the particulars. We then perform judgments (various forms of  “synthe-
sis” and “unifi cation”). Concepts, or universals, are simply functions that map 
these particulars onto the relevant set of  judgments.

Of  course, Kant is still operating within the framework of  “the philosophy of  
consciousness.” Thus for him the kinds of  actions that one might perform, in the 
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act of  judgment, are quite limited. They are all basically acts of  individual will 
and imagination—acts of  spirit. It was never terribly clear what the point of  this 
sort of  judgment is, why the action is performed, if  it is just an act of  conscious-
ness. Kant eventually claims that these operations of  successive synthesis and 
unifi cation are what produce the unity of  the individual ego. Thus judgment is 
an act of  self-constitution. It is this idea that steers Kant’s fundamentally prag-
matist insight in the direction that would lead to German idealism. Its implica-
tions are captured perfectly in the title of  Schopenhauer’s work The World as Will 
and Representation.64 Judgment is an act of  will, while perception is a form of  rep-
resentation. The world emerges at the intersection of  the two; hence the falsity 
of  both empiricism and rationalism.

With the linguistic turn, however, and the rejection of  psychological imag-
ism, Kant’s suggestion acquires a completely different character. Kant conceived 
of  judgment as a type of  inner act of  consciousness. In this respect, it is diffi -
cult to see what sort of  content would be contributed to cognition by the act 
of  judgment. But if  we choose instead to treat judgment as an interiorized ver-
sion of  assertion, then the horizon of  possibilities expands quite signifi cantly. 
The content contributed by an assertion is precisely the pragmatic implications 
of  the speech act, as a move in the relevant language-game. In other words, the 
content is given by what one can do with a given utterance in a particular social 
practice (i.e., a pattern of  behavior structured by implicit norms).

It has therefore become increasingly common for philosophers to regard 
whole sentences—not words—as the primitive bearers of  linguistic meaning. 
Donald Davidson, for instance, argues that our point of  entry into a language, 
in a situation of  “radical interpretation,” is to fi gure out fi rst the sentences that 
speakers of  a language hold true.65 Once we have grasped a suffi cient (but fi nite) 
number of  these sentences, along with the occasions on which they are used, we 
can begin to fi nd patterns in the subsentential expressions, and infer the contri-
bution that these expressions make to the truth-conditions of  the sentences in 
which they appear. We will posit reference relationships between singular terms 
and objects, satisfaction relationships between properties and sets of  objects, 
and so forth. The important point is that these relationships will be posited as 
part of  a theory, used to make sense of  people’s speech behavior, to be adjusted 
as necessary “on the fl y.” Thus Davidson’s theory appropriates the fundamental 
Kantian insight, by taking sentences as the point of  entry into the theory of  
meaning, rather than words (which is equivalent, in Kant’s terms, to starting 
with judgments rather than concepts).

It is inevitable that a theory of  meaning of  this type will have a somewhat more 
complex structure than the older semiotic theories. The suggestion is that people 
begin with a fi nite linguistic capacity, mastering a set of  holophrastic signs and 
simple composite sentences by rote. They then infer the meaning of  individual 
words and expressions, along with the combinatorial rules, from patterns that 
occur among the composite sentences. It is only once this is accomplished that 
they are able to go on to construct new sentences, using novel combinations. 
This explains why, for instance, when asked the meaning of  a word, people will 
often look for an example of  its use in a sentence (and why we often feel that we 
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understand a word when used in certain sentences, even though we would be at 
a loss to give a “dictionary” defi nition of  it).

Of  course, once people have acquired a language and are able to use it cor-
rectly, their grasp seems to have an atomistic structure, since they are able to 
combine words in new and original ways. The importance of  the sentence in the 
explanatory order can still be observed, however, in the type of  mistakes peo-
ple make. For example, people often understand the use of  expressions without 
knowing the meaning of  the constituent words. Mistakes within expressions or 
fi gures or speech also often go uncorrected. It is quite common, for example, 
for students to write “for all intensive purposes” in essays, when they mean to 
say “for all intents and purposes.” This suggests that their grasp of  the meaning 
of  the expression is not “built up” from a grasp of  its constituent words, but is 
rather “inferred down” from the contribution it makes to sentences.66 Because 
the words always occur together in the phrase, and the two versions sound alike, 
the mistake never shows up until it is written. It is only by producing mistakes 
signifi cant enough to turn true sentences into false ones, or vice versa, that we 
learn how we should and should not be using words.67

Incidentally, the priority of  the sentence over the word in the theory of  mean-
ing provides a simple explanation for the phenomenon—often appealed to as an 
argument in favor of  the language of  thought hypothesis—of  having a thought, 
but not being able to come up with the right word to express it. In this case, 
the speaker knows the “move” she would like to make with the sentence as a 
whole; she is simply having diffi culty assembling the right constituent elements. 
It also explains why words can have several meanings (again, it has to do with 
the inferential properties of  sentences in which they occur), along with other 
facts that are routinely appealed to by those who think that the existence of  a 
language of  thought can be established through introspection.68

I began these refl ections with the observation that meaning is normative, and 
thus with an attempt to provide an account of  the sources of  normativity that 
did not presuppose either meaning or intentionality. This gave us a conception of  
norms implicit in practice, an account that is able to explain how behavior could 
acquire normative status—how it could come to be correct or incorrect. We 
have now seen that the normativity associated with meaning may also inhere 
originally in speech acts. But in order to connect these two insights, we need to 
determine what kind of  practice could confer meaning on a pattern of  linguistic 
behavior. Naturally, Wittgenstein’s conception of  a language game will provide 
the template here. This theory, however, fails to provide the systematicity that a 
compositional theory requires.69 For a more promising suggestion, we must turn 
to the work of  Wilfrid Sellars.

4.6. The Game of Giving and Asking for Reasons

The idea that language use should be understood through an analogy with 
games has been extremely infl uential in contemporary philosophy. In a game of  
chess, for instance, the pieces have no intrinsic signifi cance; they are generally 
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just pieces of  wood, stone or plastic. What gives them their signifi cance is the set 
of  game rules that specifi es how they can be moved. In this way, they are like the 
sounds that we use to communicate, none of  which has any intrinsic meaning, 
but which are governed by rules specifying their appropriate use.

Each position in a chess game can be thought of  as a type of  normative status. 
The rules determine when one is entitled to occupy any given position, and what 
other positions such a position entitles one to move to. Take, for example, the 
“status” of  having a bishop at QN4. There are a fi nite set of  antecedent positions 
of  the bishop that entitle one to acquire that status. For example, one is entitled 
to move the bishop there from QB2. Once the status is acquired, it in turn gener-
ates a set of  entitlements to a set of  other positions. One is now allowed to move 
to QB6. The identity of  each piece can be thought of  as the set of  entitlements 
that govern it. What it “means” to be a bishop is precisely to be the piece that can 
attack QB6 from QN4, as opposed to the knight, which can attack QB7 and Q5. 
And, of  course, understanding the game means having a practical mastery of  
the pieces, knowing what one can and cannot do with them.

There is something about all this that is strikingly parallel to certain types 
of  linguistic exchanges. The practice of  argument, inference, and justifi cation 
is similarly structured. In this case, we make assertions, which correspond to a 
type of  normative status. We must be entitled to make them, and they, in turn, 
license us to take up further positions. Thus inferences can be thought of  as akin 
to moves in chess. They allow us to move from one position in the language game 
of  assertion to another. (This structure is especially obvious in “natural deduc-
tion” systems of  logic, used to model inference.)70

The primary difference between chess and the assertion game, however, is 
that one can acquire entitlement to make an assertion by a state of  affairs that 
is itself  not a part of  the game. Thus the game of  language includes what Sellars 
calls language-entry and language-exit moves.71 For simplicity, imagine a lan-
guage that consists of  holophrastic signals (i.e., that has no compositional struc-
ture). Saying something like “smoke” amounts to making a move in this game, 
which will in turn license a number of  other intragame moves, such as saying 
“fi re.” However, one’s entitlement to say “smoke” need not fl ow from some other 
state of  the game. It could be the presence of  smoke in the vicinity that entitles 
one to say it (and thus refl ects one’s capacity to respond differentially to features 
of  the environment). Similarly, “fi re” may license a series of  moves external to 
the game, such as the action of  pulling back one’s hand, or running away.

The other rather peculiar feature of  the assertion game is that once a position 
is taken up by one person, anyone else is entitled to it as well. Assertoric warrant 
is interpersonally transferable. Thus if  my neighbor says “smoke,” this entitles 
me to say “fi re,” which may then entitle someone else to run away. We have 
a whole set of  rules governing the shared use of  the utterance “fi re.” Some of  
these are observational—specifying the nonlinguistic conditions under which 
one is entitled to say it. Others are inferential—specifying the other utterances 
that entitle one to say it. And many others are behavioral—specifying what we 
are either entitled or supposed to do in the presence of  fi re. When someone fails 
to grasp these rules, for example, fails to suspect fi re in the presence of  smoke, 
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or fails to heed a warning and is burned, we may doubt that he understands the 
meaning of  the term. Furthermore, when someone exhibits clear mastery of  all 
these rules, including the ones that govern connections between utterances, it 
is diffi cult to imagine what else a grasp of  the meaning of  the expression could 
consist in.

Brandom argues, on these grounds, that our primitive understanding of  the 
meaning of  expressions consists of  a grasp of  the role that they play in the lan-
guage game of  assertion. This is what gives them their semantic content (not the 
reference relationship that obtains between their individual components and the 
world—that comes later, and is a derived relation). Assertion is privileged in this 
analysis because assertion is the form that utterances are placed in when used in 
inferences, and it is inferences that constitute the intralinguistic language game 
moves one is entitled to make with a given expression. As Brandom puts it:

Assertions are fundamentally fodder for inferences. Uttering a sentence 
with assertional force or signifi cance is putting it forward as a potential 
reason. Asserting is giving reasons—not necessarily reasons addressed to 
some particular question or issue, or to a particular individual, but making 
claims whose availability as reasons for others is essential to their asser-
tional force. Assertions are essentially fi t to be reasons. The function of  
assertion is making sentences available for use as premises in inferences. 
For performances to play this role or have this signifi cance requires that 
assertional commitments and entitlements to such commitments consist 
in the ways in which they are heritable; their heritability is the form taken 
by the inferential articulation in virtue of  which they count as semantically 
contentful.72

The meaning of  subsentential elements is determined, in this analysis, 
through the contribution they make to the inferential properties of  sentences 
in which they appear (in much the same way that the meaning of  subsenten-
tial expressions is determined by their contribution to the truth-conditions of  
sentences in theories of  meaning that privilege truth, rather than inference). 
The core distinction between universal and particular fl ows from the type of  
substitution relations that govern the relevant sentence components. Take, for 
example, the sentence “Fido is a dog.” From this, we are entitled to infer vari-
ous other sentences by substituting for a subsentential component. Thus we are 
entitled to infer “Fido is a mammal.” We are also entitled to infer “My pet is a 
dog.” The difference is that the latter inference is reversible, while the former is 
not. From “Fido is a mammal” we are not entitled to infer that “Fido is a dog,” 
whereas we can infer “Fido is a dog” from “My pet is a dog” (given an appropriate 
instantiation of  the indexical). The particular, in other words, is that segment 
of  the sentence that has symmetric substitution relations, while the universal 
is the one that does not. It is this symmetry that gives us the notion of  different 
particulars being “coreferential,” and out of  that, the very idea that there is an 
object to which singular terms refer.

Thus the idea that the world contains particular and universals, or objects and 
their properties, is a distinction that is imposed thanks to the internal structure 
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of  our language. (If  we continued to use only holophrastic signals, we would have 
no such a distinction, and so would conceive of  ourselves as simply interacting 
with an “environment,” not a world of  objects with properties.) Our language 
has these two distinct subsentential roles, according to Brandom, because of  the 
expressive power that is provided by the combination of  the two. Having one sym-
metric and one asymmetric component is essentially what makes our language 
inferentially productive, while still allowing us to predict the inferential behavior 
of  “new” sentences from an understanding of  the inferential properties of  their 
subsentential elements.73

This analysis is intended to show how a pragmatist account of  language can 
provide a compositional semantics for natural language, and can explain the 
concept of  representation that is implicit in the notion that singular terms refer 
to objects. Prior to the conceptual revolution inaugurated by Kant’s Critique of  
Pure Reason, it was assumed that representation must be taken as a primitive 
(or at least as an explanans) in any theoretical account of  mental content. This 
is a major reason perception has so often been taken as a model for the expla-
nation of  belief, which has in turn led philosophers to think that beliefs are a 
component of  the brain’s innate computational resources (simply because so 
much of  our visual processing is done at the level of  the adaptive unconscious).74

This analysis has encouraged the view that agents enter into social interaction 
already equipped with a full set of  beliefs and desires, which in turn provides aid 
and comfort to both Hobbesian atomism and the instrumental conception of  
rationality. Thus the pragmatist turn in the philosophy of  language, by treating 
both language and, by extension, the intentional planning system as primarily 
social in origin, fundamentally changes our approach to action theory.

4.7. Intentional States

From a pragmatist perspective, language develops not as a device for communi-
cating privately formed thoughts, but rather as an external social practice. Such 
a practice has several obviously useful functions, fi rst and foremost its ability to 
help agents coordinate social interactions. Even in its most basic form, it allows 
participants to signal one another, and therefore to communicate information 
(on the language-entry side), to announce intentions, and to give orders (on 
the language-exit side).75 The most important contributions of  language, how-
ever, may lie not with these interpersonal functions, but rather with its ability to 
amplify the cognitive power of  the individual language-user. In the same way an 
abacus, as an external artifact, signifi cantly amplifi es the computational abil-
ity of  our biological brains, language, as a system of  external signs and tokens, 
increases our cognitive abilities in several different dimensions.

As Andy Clark puts it, public language “is a species of  external artifact whose 
current adaptive value is partially constituted by its role in re-shaping the kinds 
of  computational space that our biological brains must negotiate in order to 
solve certain types of  problems, or to carry out certain complex projects.”76 Most 
obviously, even in nonwritten form, language use signifi cantly augments mem-
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ory. Clark argues that language also improves computational power in at least 
fi ve other ways: environmental simplifi cation, preplanning (and thus reduction 
of  “on-line” deliberation), reduction of  path-dependency of  learning, improved 
attention and resource allocation, and enhanced data manipulation.77 If  our 
brain were a computer, then language would be the “ultimate upgrade.”78

One observation that renders this sort of  pragmatist order of  explanation 
plausible is the fact that people perform very poorly on abstract tests of  logi-
cal reasoning, but do much better when the same problems are reformulated 
in practical or deontic terms. When solving particular problems, there is ample 
evidence that people do not apply “content-free, syntactic rules of  inference 
comparable to those in formal logic.”79 Instead, they apply what Patricia Cheng 
and Keith Holyoak call “pragmatic reasoning schemas,” which constitute gener-
alized patterns of  reasoning abstracted from particular classes of  problems that 
are solved routinely. This explains, for example, the counterintuitive fi nding that 
people are much better at applying rules formulated in deontic terms, such as 
O(p → q), than those formulated in terms of  an unqualifi ed material conditional, 
p → q.80 They solve these problems by applying a “permission schema,” namely, 
“a type of  regulation in which taking a particular action requires satisfaction 
of  a certain precondition.”81 As a result, they do not get confused by the fact 
that the falsity of  the antecedent renders the conditional true (i.e., if  the action 
has not been taken, then the rule has not been violated). Indeed, it is the supe-
rior facility that people exhibit with deontic, as opposed to indicative, reason-
ing that has led many psychologists (somewhat impetuously) to the conclusion 
that there is an innate “deontic reasoning” or “cheater detection module” in the 
brain.82 Yet the difference in performance—namely, the fact that “in contrast to 
the sparse (or absent) reasoning strategies evoked by indicative reasoning tasks, 
deontic reasoning tasks evoke strategies that are sophisticated and conceptu-
ally rich”83—might just as well be a consequence of  the cognitive architecture 
postulated by the pragmatist order of  explanation. It is precisely because people 
master the art of  reasoning fi rst as a social practice that they are better at solv-
ing problems that are formulated in these terms.

The external origin of  language also serves to explain the differences in the 
style of  reasoning that explicitly conceptual thought exhibits, compared to the 
adaptive unconscious. Daniel Dennett sums up this idea nicely with his sugges-
tion that language permits the implementation of  a serial virtual machine “inef-
fi ciently—on the parallel hardware that evolution has provided for us.”84 This is 
a view known as the “dual process” theory of  mind, which is characterized by 
the distinction that is drawn between the parallel processing style of  the adaptive 
unconscious and the serial, or linear style of  conscious, intentional thought.85

Our ability to focus on a single sustained line of  reasoning stems from our essen-
tially linguistic ability to chain together strings of  assertions, and to winnow 
away the “noise” generated by our other cognitive systems. Furthermore, lan-
guage allows us to produce arbitrarily long chains of  inference.86 The fact that 
assertion is neutral with respect to content means also that the domain of  prob-
lems to which it can be applied is open. Finally, the substitution operations that 
confer meaning on subsentential elements, which give rise to the hierarchical 



124 Following the Rules

phrase structure characteristic of  natural languages, are believed by many to be 
essential to the human capacity to process recursive functions (which may be in 
turn foundational for mathematical reasoning).87

Initially, the states of  this computational system are purely external, with 
words used as “markers.” People literally reason out loud. Through a process of  
increased internalization, speech eventually became the “vehicle” for a style of  
cognitive processing that is quite distinctive, relative to the native architecture of  
the brain. And because of  the advantages language provides, it is natural that it 
would become increasingly integrated into our planning processes, and that our 
behavior would come to be increasingly under the control of  linguistically for-
mulated plans. There is certainly ample evidence that language does play such 
a role.88 For example, cognitive psychologists have studied extensively the way 
individuals will rehearse planned actions before performing them, by running 
through a series of  sentences that describe what is to be done. This ability to lin-
guistically rehearse the steps has a very direct impact on behavior, and has been 
shown in many cases to dramatically improve performance of  the task.89

Furthermore, language allows us to deal more effectively with states of  
affairs that are not immediately present to consciousness. It thereby improves 
our foresight and recollection, allowing us to develop long-term plans or strate-
gies. It also allows us to calculate more effectively, and thus to correct many of  
the biases that compromise our “natural heuristics.” The work of  psychologists 
like Daniel Kahneman and Amos Tversky shows precisely the gap that can exist 
between the intuitions that arise from the adaptive unconscious and our consid-
ered judgments.90 It is no accident that we arrive at these considered judgments 
through an explicit symbolic representation of  the choice problem. The adaptive 
unconscious is notoriously fi ckle when it comes to reasoning about hypothetical 
or counterfactual states of  affairs, very low probability events, and events that 
occur over very long periods of  time (unsurprisingly, since the ability to plan for 
such scenarios was not especially salient in the environment of  evolutionary 
adaptation). Thus it is only through deployment of  the “language upgrade” that 
we are able to develop plans that take into account such scenarios.91

In the classic psychological model proposed by Donald Norman and Tim 
Shallice, the “supervisory attentional system”—which we can interpret here as 
a product of  the “language upgrade”—has fi ve central functions: planning and 
decision making; troubleshooting; novel or ill-learned action sequences; danger-
ous or technically diffi cult actions; and overcoming strong habitual responses.92

Of  course, when we look at these sorts of  capabilities, we can see that these are 
precisely the sort of  cognitive processes that decision theory seeks to model. In 
other words, maximizing expected utility is the kind of  capacity that is unique to 
language-users, and more specifi cally, is an exercise of  our language-processing 
capacity. One can see the contrast quite vividly by comparing the capacity for 
utility-maximization with something like the capacity for facial recognition. 
We have the ability to recognize people we have seen before, often despite major 
changes in their appearance. This ability is clearly a part of  our biological inheri-
tance. It has all the characteristics of  an evolutionarily adapted cognitive mecha-
nism (part of  the adaptive unconscious) and is probably shared with many other 
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animal species. This is refl ected in the fact that none of  us really knows how it is 
that we do what we do. When we recognize someone we haven’t seen for many 
years, most of  us would be unable to say precisely what it was about his or her 
appearance that triggered the identifi cation. Similarly, most of  us are unable to 
say what characteristics allow us to determine gender by looking at someone’s 
face.

Compare that to the case of  utility-maximization. Here it is not just that we 
happen to be able to say what we are doing, when we make a utility-maximizing 
decision, it is essential that we be able to say it. If  we cannot articulate the prefer-
ences that we are maximizing with respect to, there would no grounds for claim-
ing that we are acting rationally (assuming, of  course, the falsity of  revealed 
preference theory). Furthermore, as Kahneman and Tversky have amply dem-
onstrated, people do not do a particularly good job at utility-maximization when 
reasoning in an intuitive way. Strategic reasoning, in particular, requires the use 
of  counterfactuals, hypotheticals, and probabilistic judgments, along with the 
ability to hold long chains of  intermediate conclusions in working memory. All 
of  these cognitive operations bear the hallmark of  the “analytical system,” not 
the adaptive unconscious (which is why it is easy to develop a computer program 
that will maximize utility, but has so far proven impossible to develop one that 
can perform more than rudimentary facial recognition).93 The process is very 
slow, linear, makes intensive use of  cognitive resources (i.e., requires concen-
tration), and is functionally fl exible. Thus we have good reason to believe that 
the style of  reasoning that is modeled in decision theory, the kind of  cognitive 
skills that are deployed, is part of  the language “upgrade” that we get from social 
interaction, and not part of  our innate psychological machinery. It is an exapta-
tion, or as Dennett put it, “a very recent and rushed add-on, no doubt an exploi-
tation of  earlier sequencing circuitry.”94

It is essential to this view that language (or the intentional planning system) 
not be regarded as simply “one more module” added to the heap, but that its 
introduction be understood as a colonization and “repurposing” of  cognitive 
capacities that we share, not only with other primates, but with many other ani-
mals. Leda Cosmides and John Tooby, leading proponents of  the “one more mod-
ule” approach to understanding the analytical system, describe the brain as “an 
intricate network of  functionally dedicated computers, each activated by differ-
ent classes of  content or problem, with some more general-purpose computers 
embedded in the architecture as well.”95 The problem with their hypothesis is 
evident from the “tacked-on” feeling one gets from the fi nal clause of  this sen-
tence. Modularity is attractive as an explanatory concept, not only because of  its 
introspective plausibility, but because modularity (or more generally, a system of  
parallel processing that draws on a multitude of  domain-specifi c, encapsulated, 
fast problem solving heuristics) seems like the kind of  structure that natural 
selection could produce through incremental change. Yet why would natural 
selection produce, in addition to all these dedicated computers, aimed at solving 
highly specifi c problems that arose on the African savannah, some “general pur-
pose computers” as well (one for language, one for mathematics, one for “mind 
reading,” etc.)? And why in only one species? This account, despite carrying the 
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label of  “evolutionary psychology,” is actually lacking in evolutionary plausibil-
ity. As Derek Bickerton writes,

if  there is no single development that accounts for all human-specifi c 
traits, then separate evolutionary histories have to be discovered for each 
and every one of  those traits: for language, for our particular brand of  
consciousness, for the ability to plan ahead, for mathematical and artistic 
capacities, and so on. Moreover, since the nature of  the fossil record . . . sug-
gests that, with regard to all of  these characteristics, all of  our ancestral 
species were closer to modern apes than to modern humans, then each 
of  these human-specifi c traits must have evolved independently within a 
period of  at most two to three hundred thousand years. The evolutionary 
plausibility of  such developments must be close to zero. The only alterna-
tive approach is . . . to hypothesize a single polyfunctional mechanism that 
could have somehow transformed pre-existing hominid capacities in an 
extremely short period of  time.96

For example, it appears that human infants share with other primates (and ani-
mals) two basic heuristics for handling numerosity: the fi rst a “subitizing” system 
for making judgments involving very small numbers of  objects, and the second 
a “large number” system for making approximate judgments (“guesstimates”) 
concerning large collections of  objects. Perhaps surprisingly, human infants do 
not perform much better than other primates when it comes to these heuristic 
judgments.97 Yet using linguistic resources, humans acquire the ability (at about 
age four) to count, not just to 50 or 100, but as high as they like. Chimpanzees 
who have learned numbers, on the other hand, never reach the “now I can go 
on” moment. They interpret 2 to mean “more than 1,” and so teaching them the 
difference between 3 and 2 is a long, arduous task. What they learn, however, 
is that 3 is “more than 2,” and so the whole process must be repeated when it 
comes to introducing the number 4. Thus what one sees in human infants is a 
qualitative, not merely a quantitative, improvement in performance, one that 
suggests a completely different style of  cognitive processing.98 It is also very dif-
fi cult to explain this difference as an adaptation, or some type of  new cognitive 
module. (After all, what would be the purpose?) It is far easier to explain it as a 
byproduct of  the “upgrade” that our brains receive from the social practice of  
language use.

Beliefs and desires (or preferences) should be understood as part of  this lan-
guage upgrade. If  psychological sententialism is correct, then they are not part 
of  the native architecture of  the brain (in fact, they do not even fully reside in 
the brain). According to this view, intentional states arise because of  our ability 
to talk about our own linguistic performances. It has often been noted that lan-
guage, by introducing external markers for our thoughts, facilitates the devel-
opment of  refl exivity. In other words, it makes it easier for us to take one of  our 
own thoughts or concepts as the object of  a further thought. One can see this 
even among chimpanzees.99 Chimpanzees who have not been taught to sign 
are able to sort objects into groups according to similarities that these objects 
exhibit. However, they cannot sort pairs of  similar objects from pairs of  dissimi-
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lar ones. In other words, they can group together red objects, or blue objects, but 
they cannot form the group of  all “similar” pairs of  objects. Thus they are able 
to visually detect the relation of  “similarity” between objects, in order to sort 
them, but they cannot accomplish the higher-order task of  taking the relation 
itself, “similarity,” as the object of  such an exercise. Chimpanzees who have been 
taught to sign, however, are able to accomplish this task. First-order sorting is 
used to teach the sign for “same” and “different.” Once this is done, and the sym-
bol for “same” is identifi ed with all of  the pairs in a group, the chimpanzee is able 
to sort them using this criterion.

A comparable phenomenon occurs with the developing of  semantic vocabu-
lary in human languages. When a thought is expressed linguistically, it becomes 
much easier to take this thought as an object of  further thought. The simplest 
form is perhaps linguistic reporting, where we talk about speech behavior that 
we have observed. “Bill said that he is going to the store.” The central character-
istic of  semantic vocabulary is that it creates an opaque context—coreferential 
expressions are no longer substitutable salva veritate. Even if  the store in question 
is the 7-Eleven, it is not correct to say “Bill said that he is going to the 7-Eleven,” 
since that isn’t what he said. This refl ects that fact that the object of  the report-
ing sentence is a piece of  language, not a piece of  the world.

Prior to the development of  semantic vocabulary, it is only possible for lan-
guage users to take up deontic statuses in practice. With the development of  
semantic vocabulary, they can not only take up such statuses, they also can say 
that they have taken up such statuses. Similarly, they are able to ascribe such 
statuses to others.

As we have seen, producing an utterance has certain normative implications. 
To use one of  Brandom’s examples, both humans and parrots have the ability to 
react to red objects in the environment by saying “this is red.” The reason that 
the human’s reaction counts as a judgment, or as the application of  a concept, 
is that this utterance generates a series of  commitments to other utterances, 
such as “this is not blue.” Each utterance comes with a set of  commitments and 
entitlements (both to other utterances and to observations and actions). These 
commitments and entitlements are kept track of  as part of  an exercise Brandom 
calls deontic scorekeeping. People keep a running tab on each others’ statuses, 
just as they try to keep track of  their own. This is comparable to the way chess 
players keep track of  the position of  their opponent’s pieces, and which squares 
they are able to attack from where they are.

In a perfect world, where the rules were clear and everyone’s memory infal-
lible, there would never be a difference of  opinion among the participants in 
a practice as to the status of  the game. However, such is often not the case. As 
a result, there often develops an “internal” and an “external” perspective con-
cerning deontic statuses— for example, where an agent does not acknowledge a 
commitment or entitlement that others think she is under. (I have had the expe-
rience of  an opponent challenging one of  my chess moves when playing without 
the board: “That would be a great move, except you don’t have a rook there.” 
The situation is similar to the one we often encounter in discourse: “That would 
be a good argument, except the premises are false.”) In the absence of  semantic 



128 Following the Rules

vocabulary, there is not much we can do in such cases. However, with semantic 
vocabulary, it is possible for everyone involved to state what commitments and 
entitlements each one is positing, and to track the inferential connections for-
ward or backward in order to uncover the source of  the discrepancy.

One of  the central pieces of  semantic vocabulary is belief. Unlike the expres-
sions “said” or “claims,” which ascribe the actual utterance of  an assertion to 
an agent, along with its associated commitments, the expressions “believes” or 
“thinks” ascribe only the commitments (leaving open the question of  whether 
the actual assertion has ever been uttered). This is especially useful for explicat-
ing the sequence of  entitlements that precede a given speech act, or an action. 
Sometimes people will shout out “fi re,” and then run away. At other times, they 
will simply run away. Under such circumstances, it may be helpful for onlook-
ers to know that they are running away because they believe that there is a fi re. 
These sorts of  explanations are especially useful when there is a disagreement 
between the agents and the onlookers as to the “score” (i.e., when there is an 
error). In a world in which such disagreements never arose, there would be very 
little use for the “believes that” locution.

Something quite similar can be said in the case of  desire. People will often 
explicitly articulate their goal when they are trying to decide which course of  
action to take. Announcements of  this type play a crucial role in not only inter-
personal coordination but also, as we have seen, individual planning. As has 
often been remarked, these announcements generate commitments, even in the 
weak case in which the action is being selected on purely instrumental grounds. 
This provides a general template for explaining action as a confl uence of  belief  
and desire. These explanations are, of  course, also most useful with failed 
attempts, since they allow us to explain what the person was trying to do.

One of  the primary advantages of  this scorekeeping account of  belief  and 
desire is that it resists the tendency to reify intentional states.100 The way we use 
folk-psychological vocabulary encourages us to imagine that agents actually 
walk around with a set of  “beliefs” and “desires” in their heads. This generates 
a number of  well-known problems. The most obvious is that we naïvely ascribe 
what turn out to be infi nitely large sets of  beliefs and desires to individuals. As 
Dennett has observed, we would not hesitate, when asked, to declare that we 
believe 7,000,002 to be greater than 7,000,001, or that zebras in the wild do 
not wear overcoats, do not read Shakespeare, and so forth. At the same time, 
none of  these questions are ones that we are likely to have thought about prior 
to reading Dennett. Thus the beliefs in question cannot be in our heads; they are 
simply consequences of  other things that we believe. This squares nicely with 
the view that “belief-talk” is a way of  articulating our commitments.

Theorists who think beliefs have psychological reality generally respond to 
these objections by positing a “core” set of  beliefs that are actually in the agent’s 
brain, followed by a fi nite set of  “dispositions,” which generate assent to claims 
that are obvious inferential consequences of  these core beliefs. But it is diffi cult 
to believe that there could be any psychological reality to this distinction. In any 
case, the appeal to dispositions, in order not to run afoul of  private-language dif-
fi culties, is forced to appeal to one type of  modal claim (what the agent “would” 
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assent to) as a way of  explaining the belief, as opposed to another (what the 
agent “should” assent to). It is not clear that the former, alethic modality is any 
more transparent, or naturalistically respectable, than the latter, deontic one 
(especially given the purely behavioral account of  norms-implicit-in-practice 
provided in section 4.4).101

To see the psychological implausibility of  the dispositional account, compare 
the case of  belief  to that of  facial recognition. There is good reason to think that 
when we see someone, their image is stored in something like a mental data 
bank where it can later be searched and retrieved. The more we see that person, 
the greater the prominence of  that image, and the easier recognition becomes. 
There are several characteristics of  facial recognition that might lead us to think 
that these images actually are “stored” in the brain. The fi rst is that our capacity 
for this sort of  recognition is clearly fi nite. This may seem obvious, but it bears 
emphasizing. We cannot recognize people we have never seen before. And even 
with this fi nite structure, our capacity for facial recognition is clearly subject 
to storage constraints. We don’t remember the vast majority of  people we have 
seen, and we tend to forget people as time goes by.

But despite these evident disanalogies, philosophers have long tried to explain 
belief  on the same model as visual recognition. They treat beliefs as though they 
were memories. One can see the analogy at work most clearly in Hume’s view 
that beliefs are simply “lively ideas.” Yet the cognitive processes involved in deter-
mining what we believe are completely different. When asked whether I remem-
ber what my grandfather looks like, I have to do a bit of  a mental search, to see 
if  I can summon up the image from a photograph that I once saw. But when 
asked whether I still believe something I wrote 10 years ago, I do not do a mental 
search to see if  the belief  is still in storage somewhere. Despite the fact that the 
belief  has been explicitly formulated, and thus should belong to the “core” of  
my convictions, my approach to retrieval is completely inferential. I check to see 
whether a commitment to what I wrote is precluded by any of  the changes I have 
made in my theoretical commitments since that time.

There is also the fact that we grant individuals only limited fi rst-person 
authority when it comes to beliefs. If  someone claims not to recognize some-
one, I have little choice but to accept this claim (even if  it seems to me that this 
person should remember him). When someone claims to believe something, 
I am inclined to give her the benefi t of  the doubt. But if  the belief  she claims 
to hold is fl atly inconsistent with a number of  other beliefs she holds, I may be 
inclined to say that she doesn’t really believe it, or that she only thinks that she 
believes it. This limit on fi rst-person authority would be mysterious if  the belief  
were really in the person’s brain, but it is precisely what one would expect if  
one adopts a deontic scorekeeping perspective. We assume that the person 
making a claim about her own commitments is the best positioned to do so, 
because under normal circumstances she is most likely to be the one doing the 
best job of  keeping track of  her own commitments. Similarly, sports offi cials 
tend to defer to the judgment of  the referee who was closest to the play. But 
this presumption is defeasible, if  everyone else thinks that the call should have 
been different.
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Thus intentional states are not, fi rst and foremost, mental states. They are 
“markers” that are put down in the game of  giving and asking for reasons. This 
game is initially a public practice that we master—it is only later that we acquire, 
through internalization, the ability to run “virtual” simulations of  moves in this 
game, and thus acquire the capacity to use this game to amplify our own plan-
ning abilities. This is why “planning theorists” are right to point to the implicit 
normativity of  our intentional states (chapter 2, section 3). The mistake they 
make is to believe that the normativity of  these states could be used to explain
our capacity to make commitments, or to respect the rules of  a social practice, 
when it is in fact the latter that must be appealed to in order to make sense of  
the former.

4.8. Conclusion

The presentation of  this argument has been quite complex, but the account 
that emerges in the end is straightforward. The complexity in the exposition is 
imposed by the need to shake off  the mistaken ideas and misleading images that 
have until recently dominated philosophical thinking, and still enjoy widespread 
currency in other circles. Most of  these stem from the attempt to explain inten-
tional states as a type of  mental picture. There may have been a time at which 
protohominids planned their actions using cognitive resources of  this type. 
But the development of  language changes everything. It gives us a tool to use 
in planning our actions that not only massively augments our computational 
ability but also provides many of  the cognitive skills needed to defi ne long-term 
goals, contemplate hypothetical scenarios, calculate probabilities, and rehearse 
plans. In short, language allows us to act more successfully. We might think of  it 
as providing the agent with an intentional planning system, one that massively 
upgrades the innate ability of  what Clark calls “our biological brains.”102

It is precisely the set of  skills contributed by our linguistic ability that deci-
sion theory seeks to model. Talking about decision in terms of  beliefs and 
desires is a “psychologistic” way of  describing deontic statuses, or positions 
taken in the game of  giving and asking for reasons. Decision theory is a vocab-
ulary designed to make explicit the commitments implicit in these statuses. It 
allows us to say that an individual who believes that it is going to rain, and who 
wants to stay dry, should bring his umbrella to work. Hence the psychological 
implausibility of  the theory. Rational choice theorists have never claimed that 
people actually have probability assignments in their mind, or complete prefer-
ence orderings over sets of  possible worlds, or that they perform the computa-
tions needed to determine the rational course of  action in a given situation. 
This would have been self- evidently absurd.103 The point is simply that, given 
a particular set of  beliefs and desires, there is only one way of  acting that is 
consistent with these commitments. Decision theory allows us to articulate 
the implications of  these commitments.

In practical contexts, agents use explicit articulation of  their beliefs and 
desires as a way of  planning their actions. When this planning is conducted 
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in foro interno, beliefs and desires provide us with a framework for our practi-
cal deliberations. When ascribed to others, beliefs and desires provide us with a 
framework for the explanation of  action in terms of  intentional states. It is the 
use of  this cognitive structure that qualifi es our actions as rational. Of  course, 
there is no doubt that we have an enormous number of  behavioral dispositions 
acquired during earlier stages in our evolutionary history, prior to the acquisi-
tion of  the “language upgrade.” Yet it is important not to confuse concepts that 
belong at the level of  behavior (sentience) with those that belong at the level of  
action theory (sapience). The latter are characterized by a form of  normativity 
and intentionality that the former entirely lack. Confusion of  these two levels is 
responsible for a number of  different philosophical errors, not just psychological 
realism about belief  but also, as I shall attempt to show, noncognitivism about 
desire.



There is a long-standing tradition in Western philosophy that treats human 
desire as somehow outside the sphere of  rational control. Of  course, few people 
think that hunger and thirst can simply be willed away. The controversy emerges 
only with the claim that these basic bodily functions should be taken as a model 
for all our motivational states (preferences, desires, emotions, sentiments, etc.). 
According to this view, since it is these motivational states that prescribe what 
ends we seek to obtain through our actions, it follows that all of  our human 
goals and aspirations are essentially given to us; they are not chosen. Our ratio-
nal deliberation can at best channel our underlying impulses; it cannot funda-
mentally revise or alter them. And under no circumstances can a desire arise de 
novo through a process of  rational deliberation. As Hume put it, “we can natu-
rally no more change our own sentiments, than the motions of  the heavens.”1 It 
is because of  this widespread noncognitivism about desire that philosophers have 
traditionally had so much more to say about belief  than about desire.

The decision theorist’s methodological injunction to “treat preferences as 
given” is, in itself, nothing more than a harmless attempt to partition a certain 
set of  problems, so that the genesis of  preferences can be treated as exogenous 
to the theory of  practical rationality, strictly construed. However, in practice, the 
view that preferences are simply “given” is often taken to mean that preferences 
are “arbitrary” or “irrational.” In other words, decision theorists often take the 
old saying “De gustibus non disputandum est” (There is no arguing over taste) 
and apply it to all preferences. This is unmotivated—especially when one under-
stands this preference ordering in terms of  a set of  intentional states with propo-
sitional content (and even more so when one interprets these intentional states 
as merely positions in the game of  giving and asking for reasons). However, 
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the noncognitivist view of  preference is suffi ciently widespread that it is worth 
examining in greater detail, in order to root out the habits of  mind that have lent 
it aid and comfort over the years.

The claim that desires are entirely outside the sphere of  rational deliberation 
and control is strikingly at odds with everyday intuition. The more common-
sense view of  the matter is that we struggle with our motivations. This struggle 
is often experienced as a confl ict between what we want to do and what we know
to be best. Sometimes the struggle goes one way, sometimes the other. Some 
impulses are extremely recalcitrant to the will, and we eventually succumb to 
them. On other occasions, we are able to squelch unwelcome impulses with a 
minimum of  fuss. (In fact, a reasonable degree of  self-mastery of  this sort is one 
of  the characteristics that we normally take to distinguish adults from children.) 
Thus it is prima facie implausible to say that our sentiments are completely out-
side the scope of  rational deliberation and control.

Historically, however, it is not diffi cult to see where this sense of  helpless-
ness in the face of  desire comes from. The Christian tradition has always been 
characterized by a powerful dualism between body and soul, with desire typi-
cally being identifi ed with the body and belief  with the soul. Since Augustine, 
loss of  control over the body, paradigmatically in the case of  sexual arousal, 
was regarded as the primary consequence and mark of  original sin.2 But this 
historical backdrop does not explain why the noncognitive conception of  desire 
should continue to enjoy such widespread popularity. In particular, it does not 
explain why theorists who subscribe to monistic theories of  mind—and thus 
consider beliefs and desires to have a comparable ontological status—should 
continue to place desires outside the sphere of  rational deliberation. The fact 
that they are sometimes involuntary is neither here nor there, since many of  
our beliefs are also involuntary.3 The noncognitivism thesis becomes even more 
problematic once it is acknowledged that desires have propositional content. 
In early materialist theories of  mind, beliefs were conceived of  as a type of  pic-
ture, while desires were thought of  as forces (or springs, or hydraulics). These 
mechanical metaphors helped to obscure the fact that desires, like beliefs, have 
representational content. And given the internal connection between represen-
tation, concept use, and rationality, it becomes increasingly diffi cult to sustain 
the noncognitivism thesis.

In contemporary philosophical terms, it is often granted that desires exhibit 
surface cognitivism.4 In other words, desires stand in inferential relations to one 
another in much the same way that beliefs do. We also impose logical consis-
tency constraints on our desires, in much the same way that we do with beliefs. 
It is well known, for instance, that decision theory presupposes that preference 
orderings are transitive. It is also well known that people’s actual preferences 
often violate this principle.5 It is not nearly as well known, however, that in 
many psychological studies in which individuals are shown to have intransitive 
preferences, they immediately revise their preferences in order to eliminate the 
intransitivity as soon as it is pointed out to them. They react to intransitive pref-
erences in much the same way that ordinary reasoners react to inconsistent 
beliefs.6
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Thus desires look and behave very much like beliefs in our everyday practices 
of  argumentation and deliberation. The only way to sustain the noncogni tivism 
thesis, therefore, has been to argue that there is some deeper level at which 
desires are cognitively defective, and thus somehow less rational than belief. 
This is the position that has been most actively defended by proponents of  the 
so-called Humean theory of  motivation.

5.1. Skepticism about Practical Reason

There are a variety of  different ways of  formulating the noncognitivism thesis 
with respect to desire. Many are quite closely tied to problematic theories about 
the nature of  intentional states, or rationality. For example, the claim that 
desires are not cognitive states is often expressed as the thesis that desires are 
neither true nor false. But this is not so helpful, since it has no real signifi cance 
unless supplemented with a theory of  truth, along with some account of  how 
truth is related to other epistemically important notions, such as validity and 
justifi cation. These supplementary theories are often just as problematic as the 
conception of  desire at play.

These sorts of  theories also tend to distract from what really animates the 
debate, which is a concern over rational argumentation.7 The issue between the 
cognitivist and the noncognitivist is over what we can do in cases where we are 
trying to convince some person that he should do x, and he responds by saying 
that he does not want to. What argumentative resources are at our disposal? Is 
this the end of  the discussion, or should it be possible to convince this person to 
do x regardless of  what he happens to want? This question obviously becomes 
most pressing in cases where x is some moral obligation, and the agent does not 
want to perform the action because it confl icts with his self-interest.

The noncognitivist position takes as its point of  departure the observation 
that in many cases, these sorts of  arguments seem to go nowhere. You can 
argue until you’re blue in the face, and you will still not convince someone who 
likes vanilla to prefer chocolate. The noncognitivist extends this observation to 
include, in principle, all preferences. Put in decision-theoretic terms, each agent 
has a preference ordering that ranks the set of  possible worlds (including both 
actions and consequences) from best to worst. These preferences are not the 
conclusion of  any process of  reasoning, according to the starkest form of  the 
noncognitivist position; they are a brute datum. So if  a person really does not 
want to perform an action, there is nothing that can be done about it from the 
standpoint of  rationality.

This picture has a few twists, however. The noncognitivist view of  desire gen-
erally does not deny that there is instrumental deliberation, and that this form 
of  deliberation has the capacity to generate “new” desires. The claim is that any-
thing that appears to be deliberation about what to desire is really just delibera-
tion about how best to satisfy some antecedently given desire. Thus Hume argued 
that reason does not set ends for us, it only channels our existing desires. It does 
so in one of  two ways: “either when it excites a passion by informing us of  the 
existence of  something which is a proper object of  it; or when it discovers that 
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connexion of  causes and effects so as to afford us means of  exerting any pas-
sion.”8 An example of  the former would be when I want to buy a reliable car, 
and a friend tells me which model has the best record. An example of  the latter 
would be when I want to fi nd my way to the car dealership, and my friend tells 
me which bus to take. Naturally, there is no sharp distinction between the two. 
The point is that the contribution made by “reason” in both cases is purely fac-
tual. Both forms of  advice work by supplying me with a belief  that allows me to 
satisfy my desires. So when trying to convince someone to do x, when she does 
not want to, we may be able to engage in rational debate for a while. However, if  
it turns out that this person is not laboring under any false beliefs, and has not 
made any errors in connecting these beliefs up with her desires, then eventually 
we will run out of  arguments.

Bernard Williams, in a widely discussed article, stated this thesis in the fol-
lowing way.9 He argued that each individual has some core set of  preferences S
(which he referred to as a “subjective motivational set,” in order to emphasize 
that the content of  these preference is completely open). In order to persuade 
this person that she has reason to do x, we must show how the performance of  
action x in some way conduces to the satisfaction of  some element of  S. If  we are 
unable to hook x in to the agent’s subjective motivational set in some way, then 
we can still apply psychological or social pressure to that person, but we cannot 
really argue any further with her.

This view is often referred to now, more or less following Williams, as the 
Humean theory of  motivation. The debate that followed the publication of  
Williams’s article generated some clarifi cation of  the issues. In particular, it 
became apparent that there were two components to the Humean theory. The 
fi rst is the claim that every action needs to be justifi ed through reference to some 
desire or preference—that a belief  alone is never enough to motivate the agent 
to act. The argument that purports to establish this conclusion is referred to as 
“the teleological argument.” The second thesis is that desires themselves can 
only be justifi ed through reference to further desires. This is called the “desire-in 
desire-out” principle. It has been suggested that these two arguments are all that 
is needed to establish the noncognitivist thesis about desire.

The teleological argument is intended to rebut the suggestion that, when try-
ing to convince someone to do x, we might choose simply to ignore that person’s 
desires, and argue that the commitment to do x follows from her beliefs. The teleo-
logical argument attempts to show that, in principle, our reasons for performing 
some action must always include both a belief  and a desire. Of  course, there is 
little doubt that our reasons for action usually include both. But there do appear 
to be some signifi cant exceptions. In particular, Thomas Nagel has observed that 
we often act, not on the basis of  our current desires, but rather on the anticipa-
tion of  our future desires.10 An agent may not be hungry right now, but may start 
to prepare dinner because he believes that he will soon be hungry. Furthermore, 
it would appear that a prudent agent may assign beliefs that are based on the 
anticipation of  future desires motivational priority over present desires. She may 
override her current desire to sleep in order to go search for food. In both cases, it 
is misleading to say that she acts on the basis of  a desire, since it is precisely the 
absence of  a present desire to eat that makes the action prudent.
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Of  course, it is always possible to cook up an explanation in these cases that 
does involve some kind of  desire. One could argue, for instance, that the agent has 
a desire to satisfy his future desires.11 This desire then gets hooked up with the belief  
that she will soon desire to eat, in order to generate a desire to prepare dinner. The 
most obvious problem with this strategy is that we would hesitate to call an agent 
who lacked such a “desire” rational, and yet it is far from obvious that we should 
want to associate practical rationality with the possession of  certain substantive 
desires. The more serious problem, however, with this response is the ad hoc way 
that such desires can be posited. Rather than demonstrating the existence of  an 
underlying desire, it tends to suggest that our talk of  desires in this case is trivial.

The teleological argument seeks to remedy this diffi culty by showing that there 
is something intrinsic to the idea of  having a goal, or a purpose, that requires us 
to posit a desire in the explanation of  an agent’s conduct. This argument was 
given its fi rst clear formulation by Michael Smith, although it can be found lurk-
ing in the background of  much previous discussion. It runs something like this:

1. Intentional action is explained teleologically, in terms of  the goal that 
the agent intends to bring about.

2. An intentional explanation of  this type must be framed in terms of  
some goal-directed psychological state of  the agent.

3. Beliefs are psychological states that aim to represent the world, and 
thus do not qualify as goal-directed.

4. Desires are goal-directed psychological states.

5. Therefore, intentional explanations cannot be framed strictly in terms 
of  belief; they must also include reference to a desire.

Yet whatever the success of  this argument in demonstrating the need for 
desires in any explanation of  action, it is now generally accepted that the tele-
ological argument does not itself  have any noncognitivist implications. This is 
because the notion of  desire invoked is purely formal. As Smith says, since desires 
are simply defi ned as goal-directed intentional states, “it follows that having a goal 
just is desiring.”12 This amounts to treating statement (4) as a defi nition of  desire. 
Thus the teleological argument does not show that action needs to be explained 
in terms of  some substantive desire, like hunger or thirst. It just means that the 
explanation has to feature a desire in it somewhere. Nothing stops us from simply 
making up a desire that is an oblique redescription of  the goal sought.

Nagel, among others, has therefore argued that the teleological argument is 
perfectly compatible with a purely cognitive theory of  motivation. He is inclined 
to think that an evaluative belief  of  the type “x is good” is suffi cient to explain 
why an agent might seek to perform an action that leads to x. However, if  a pro-
ponent of  the Humean theory of  motivation were to come along and say “that 
explanation is defective, you still haven’t told us why the agent wants x,” there 
is no real problem for the cognitivist. It is open to Nagel to offer the following 
response: “if  you insist on having a desire in the explanation, we can say that the 
agent’s belief  that x is good gives him a desire to make it the case that x, and this 
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desire then provides him with the necessary ‘motivation.’ ” The point is that the 
desire is an extra gear in this explanation. It turns, but it does no work.

This makes it clear that the substance of  the Humean view lies not in a theory 
about how actions are to be planned, executed, or explained, but rather in a the-
sis about the origins of  our desires. The teleological argument is neither here 
nor there. The key to Williams’s position is the “desire-in desire-out” principle. 
According to this view, any deliberative process that produces a desire as output 
must have another desire as input (not just a belief).13 This is what precludes the 
possibility of  a rationalist theory like Nagel’s. Furthermore, since all deliberation 
must take some desire as “input,” not all desires can be a product of  deliberation. 
There must be some that are simply given, to serve as a basis for the production 
of  all the rest.

So even though the Humean view is often described as a type of  “skepticism 
about practical reason,”14 this turns out to be quite misleading. The Humean 
does not claim that practical reason is defective, or is unable to generate ade-
quately justifi ed recommendations. The thesis is really one about the origins of  
our desires (i.e., that some of  them must be simply given, and thus must not be 
open to rational or cognitive evaluation). According to Jay Wallace, this obser-
vation results in an important redirection of  the debate: “we see that the real 
burden on the Humean is to defend a claim about the rationalizing explanation 
of  desires, the claim I have called the desire-in desire-out principle. It is because 
the teleological argument by itself  lends no support to this crucial principle that 
it fails to settle the issue between the Humean and the rationalist.”15

Smith initially thought that the desire-in desire-out thesis could be established 
through simple iteration of  his version of  the teleological argument.16 After the 
fi rst application, in which an action is explained in terms of  a desire (or a belief  
and a desire), an attempt is made to explain this desire. Since this desire is also a 
goal-directed psychological state, it must be explained in terms of  a further goal-
directed state, and so on. A number of  critics of  the Humean view have focused 
on this argument, in an attempt to show that desires can arise through some 
other process (such as the application of  an evaluative belief, or through the 
exercise of  pure practical reason).17 But while these arguments create problems 
for the Humean, they are also fundamentally misguided. The critics all accept 
that an adequate defense of  the desire-in desire-out thesis would constitute a 
defense of  traditional Humean noncognitivism. I would like to suggest that the 
desire-in desire-out thesis, like the teleological argument, is not decisive. Taken 
by itself, the desire-in desire-out thesis has no skeptical implications, and can be 
readily accepted by a rationalist or cognitivist. It is only when combined with a 
foundationalist conception of  justifi cation that it starts to generate problems.

5.2. The Desire-in Desire-out Principle

To show that the “desire-in desire-out” principle is not suffi cient to provide an 
argument for noncognitivism about desire, it suffi ces to note that many philos-
ophers subscribe to a comparable thesis with respect to belief, without taking 
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it to have any skeptical implications.18 It is widely thought that the only thing 
that can justify a belief  is another belief. This amounts to saying that there is 
a “belief-in belief-out” principle governing the derivation of  our beliefs, just as 
the Humean says there is in the case of  desire. But this should not be a surprise. 
Justifi cation is an inferential relationship. The only thing that can be slotted into 
the “premise position” of  an inference is some kind of  sentence or assertion. 
Thus it is not unusual to fi nd that justifi cation relations exist only between inten-
tional states.

This characteristic of  justifi catory relations does give rise to a well-known 
skeptical argument, the “epistemic regress problem.” And it is possible to use 
this argument to defend noncognitivism about desire. However, having made 
such use of  the argument, it then becomes very diffi cult to see why noncogni-
tivism about belief  should not follow as an immediate consequence as well. 
Many Humeans have unfortunately fallen into this trap—trying to use general
skepticism in support of  a particular theoretical position. They use what amounts 
to a skeptical argument to attack their opponents’ views, without noticing that 
these arguments cut the ground out from under their own feet just as well.

What is the regress argument? Suppose that some agent a holds a belief  that 
p. In order to determine whether a is justifi ed in holding this belief, we might 
ask her to provide us with the reasons for which she believes that p. The skeptic 
then observes that the agent will be unable, in principle, to provide a satisfactory 
response to this request. If  she presents some new belief, q, as grounds for believ-
ing that p, then she succeeds only in deferring the problem. In order for q to serve 
as good grounds for p, there must in turn be some grounds for believing that q.
However, when asked to explain what grounds she has for believing q, the agent 
is faced with a trilemma. If  she continues with the strategy of  introducing a new 
belief, this time as grounds for q, then she has clearly embarked on an infi nite 
regress. But the only other options appear to be to circle back on some belief  
that has already been mentioned, or else simply cease to provide further reasons. 
Since neither of  the three options presents a course of  action that is capable of  
redeeming the claim that the belief  is justifi ed, it appears that the agent cannot 
have any justifi ed beliefs. The chain of  inferences that supports any belief  must 
be infi nite, or else be circular, or else have an arbitrary stopping point.

The structure of  this argument should be familiar. It is similar to the causal 
regress argument that has animated philosophical speculation about the origins 
of  the universe and existence of  God since Aristotle.19 According to the most 
infl uential version, since all motion in an object must be communicated to it 
from some object that is already in motion, there is a problem explaining where 
all this motion could come from. If  the chain is infi nite, then there is no fi rst 
mover, and hence there can be no motion at all. Thus there must be an unmoved 
mover somewhere that gets the whole process going.

People have argued, using a similar structure of  reasoning, that there must be 
“unmoved movers” in the realm of  belief. If  we assume, along with the skeptic, 
that inferential chains should not be circular and cannot be infi nite, then we are 
left with the conclusion that all justifi cation must eventually terminate at some 
point. These “foundational” beliefs will be the unmoved movers of  the epistemic 
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realm. The same argument can just as easily be made in the case of  desire. Thus 
when Williams talks about the agent’s “subjective motivational set” or Smith 
about the agent’s “unmotivated desires,” what they are really talking about are 
the unmoved movers of  the practical domain.20 Both tacitly rely on regress argu-
ments to establish the existence of  such entities. In order to determine whether 
agent a has a good reason to perform action p, we must ask her for an explana-
tion. According to the teleological argument, this will take the form of  a desire 
for p. If  we inquire further into why the agent desires p, then according to the 
desire-in desire-out thesis, the rationalizing explanation must cite some ante-
cedent desire as the grounds for p, for example, a desire for q (along with some 
belief  about the probability of  q given p). However, in order for the desire for q to 
serve as a good reason for p, there must in turn be some reason for desiring q. The 
same trilemma appears: either an infi nite chain of  rationalizing desires must be 
advanced, or the chain of  reasons must circle back on itself, or it must simply 
end with a desire that is not subject to further rationalizing explanation.

Taken at face value, the skeptical regress argument suggests the very radical 
conclusion that these unmoved movers are arbitrary.21 Such a view would imply 
a genuinely noncognitivist stance toward desire. For example, one might suggest 
that the justifi cations we provide for our desires are simply rationalizations, in 
the Freudian sense of  the term. According to such a view, our desires are a prod-
uct of  purely irrational processes, but we become quite adept at telling “justifi ca-
tory” stories about where they come from, what licenses them, and how they are 
related to one another. These stories are never satisfactory, and in principle never 
can be, because the justifi catory chains would go on forever if  we didn’t choose 
to stop them at some arbitrary point.

This view is a fair bit more extreme than what most Humeans have in mind. 
The more common use of  the regress argument has not been to establish the 
thoroughgoing skeptical conclusion, but rather to suggest a certain form of  sub-
jectivism. Take, for instance, Hume’s use of  it:

It appears evident that the ultimate ends of  human actions can never, in 
any case, be accounted for by reason, but recommend themselves entirely to 
the sentiments and affections of  mankind, without any dependence on the 
intellectual faculties. Ask a man why he uses exercise; he will answer, because
he desires to keep his health. If  you then enquire, why he desires health, he will 
readily reply, because sickness is painful. If  you push your enquiries farther, 
and desire a reason why he hates pain, it is impossible he can ever give any. 
This is an ultimate end, and is never referred to any other object.22

What Hume suggests here is not that the regress must end at some arbitrary 
point, but rather that it must end at a very specifi c point, namely, in a desire that 
is “given,” such as the desire to avoid pain. Thus the regress argument is not used 
to establish a skeptical position, but rather a foundationalist one (and thus the 
Humean position is better described as a form of  “foundationalism about practi-
cal reason” rather than “skepticism about practical reason”). The foundational-
ist strategy for responding to the regress argument involves two major points 
of  agreement with the skeptic.23 First, the foundationalist agrees that  infi nite 
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chains of  justifi cation are unacceptable, and that it is either false or pointless 
to ascribe an infi nite chain of  supporting beliefs to an agent. Second, the foun-
dationalist agrees with the skeptic that circular reasoning is unacceptable, and 
that insofar as the agent’s belief  system is rational, it does not exhibit a circular 
structure. As a result, the foundationalist grabs hold of  the third horn of  the 
trilemma, and accepts that justifi cations do at some point simply run out.

Where the foundationalist disagrees with the skeptic is over the signifi cance 
of  the last point. The epistemological foundationalist argues that the agent can 
be justifi ed in holding certain beliefs by virtue of  some property that these beliefs 
possess, other than their inferential dependence on other beliefs. For instance, 
certain beliefs might be intrinsically justifi ed by virtue of  their content, or caus-
ally connected to an empirical state of  affairs, or known through some quality 
of  the subject’s experience. Thus the foundationalist divides the agent’s beliefs 
into two types, those that are justifi ed inferentially and those that are known 
directly. The latter are often referred to as “basic beliefs.” The regress argument 
does not threaten the claim that the agent has justifi ed beliefs, so long as her 
inferential beliefs occur in justifi catory chains that terminate with some set of  
basic beliefs.

In this view, the regress argument is important because it tells us something 
about the structure of  the agent’s belief  system. Since the skeptical conclusion is 
manifestly unacceptable, what the regress argument shows is that every rational 
belief  must, in the end, be justifi ed by some basic belief  that is itself  not capable 
of  further justifi cation. This means that any rationalizing explanation of  a belief  
must at some point end with a basic belief  that provides, in some sense, the “ulti-
mate” explanation for an agent’s holding the other beliefs in the associated infer-
ential chain. In the empiricist tradition, it is common to imagine that these “basic 
beliefs” are simple observational sentences. “The table is brown,” according to 
this view, is a basic belief, because it cannot be inferentially justifi ed; it can only be 
confi rmed through direct confrontation with experience—looking at the table.

Thus foundationalist views tend to be characterized not only by the claim that 
our beliefs are stratifi ed into two classes—basic beliefs and theoretical beliefs—
but also by the idea that there is some characteristic that all of  these basic beliefs 
share, by virtue of  which they possess this status. The standard empiricist view is 
that the set of  basic beliefs are those formed directly through the exercise of  our 
senses. (During the medieval period, the more common view was that divine rev-
elation gave us the essential set of  premises from which we could then work.)

What Hume does, in the passage cited above, is adapt this argument to the 
case of  desire. According to this view, our desires are stratifi ed into two classes—
motivated and unmotivated. What do the unmotivated desires have in common? 
Here the subjectivist argues that the unmotivated desires come to us not through 
our external senses, but rather through our internal ones. They come from our 
immediate experience of  our own bodily states—our thirst, our hunger, our 
anger, and in some more reductive versions, simply our own pleasure and pain. 
Hume groups these together under the general category of  the “passions.” These 
passions constitute the set of  intrinsic desires, and all other motives are, in some 
way or other, derived from one of  these primitive passions.
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It sometimes escapes notice that this sort of  subjectivism still stands in need of  
philosophical motivation. Hume does not really offer any argument to show that 
the chain of  explanations must end in one of  our bodily states (as opposed to some-
thing else). And not everyone sympathetic to the account agrees with Hume’s 
identifi cation of  unmotivated desires with “the passions.”24 What these theorists 
take away from the argument is the conclusion that each agent’s actions are in 
the end motivated by a core set of  desires that are themselves not the product of  
deliberation, and hence not open to rational revision.25 But the fact that they are 
not open to further deliberation does not mean that they are subjective. Aristotle 
used an almost identical regress argument in the Nichomachean Ethics in order 
to demonstrate the existence of  a single “best good,” which must be the same 
for all persons. Thomas Aquinas adapted this argument only slightly in order to 
show that the “unmoved mover” of  the practical realm must be the same as the 
“unmoved mover” of  the physical realm, that is, God.26 In fact, the foundational-
ist conception of  practical justifi cation continues to enjoy enormous popularity 
among Christian theologians, precisely because it shows the contingency of  all 
human ends. This is the philosophical basis for the doctrine that the exercise of  
human reason must always be supplemented by divine authority.

In contemporary philosophy, foundationalists like Christine Korsgaard con-
tinue to use the same sort of  regress arguments in defense of  objectivist meta-
ethical views. Korsgaard argues:

Justifi cation, like explanation, seems to give rise to an infi nite regress: for 
any reason offered, we can always ask why. If  complete justifi cation of  an 
end is to be possible, something must bring this regress to a stop; there 
must be something about which it is impossible or unnecessary to ask why. 
This will be something unconditionally good. Since what is uncondition-
ally good will serve as the condition of  the value of  other good things, it 
will be the source of  value. Practical reason, then, has the noninstrumen-
tal task of  establishing what is unconditionally good.27

This style of  argument is surprisingly pervasive. Nagel employs the same line 
of  reasoning to establish the need to ground practical reasoning in an ultimate 
“interpretation” of  agency that transcends any particular justifi cation:

For if  we justify a requirement, it is in terms of  a principle from which that 
requirement follows, perhaps with the aid of  further conditions. But that 
principle must itself  represent a requirement, or else what it is adduced to 
justify will not be one. Therefore any requirement which we set out to jus-
tify will not be ultimate. Something beyond justifi cation is required.28

Thus the mere fact that there must be some set of  unmoved movers in the 
practical realm does not mean that they must be physiologically based. Humeans 
are subjectivists, insofar as they believe that the set of  basic motives can vary 
from person to person, or from time to time. Nagel and Korsgaard on the other 
hand are objectivists, insofar as they believe that the point at which justifi cation 
is exhausted will be one that is the same for all persons, and will thus command 
convergence of  practical judgment. It has become a common strategy among 
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objectivists to argue that the type of  unmoved movers appealed to by subjectiv-
ists (e.g., somatic states like hunger) fail to provide genuine “reasons” for action, 
since the mere fact that one feels this or that does not in itself  give one grounds 
for acting in one way rather than another. The same sort of  regress can be pur-
sued: “Why should you want to satisfy your hunger?” or “Why should you want 
to experience pleasure?” or more radically, “Why should you want to satisfy your 
desires?”29 The claim, essentially, is that the subjectivist position collapses into 
the radical skeptical position, and so we wind up, according to that conception, 
having no reason to do anything. This is thought to push one in the direction of  
objectivism (although it represents, in the end, simply another attempt to use 
general skepticism as a strategy for refuting a particular philosophical position). 
In any case, nothing in the teleological argument, the desire-in desire-out prin-
ciple, or the foundationalist response to the regress argument helps to mediate 
this dispute.

The fact that all parties to this debate share a foundationalist conception of  
justifi cation does tend to generate a presumption in favor of  the Humean view 
(and may thus represent a tactical error on the part of  the objectivist). The rea-
son is simply that once the passions, sentiments, and other somatic states are 
taken out of  the picture, the remaining candidates for “unmoved mover” are 
all extremely abstruse. Both Nagel and Korsgaard wind up claiming that all our 
motives ultimately stem from a certain conception of  our own agency. Taken lit-
erally, this generates a sort of  preposterous intellectualism, simply because any 
end suffi ciently general to be shared by all persons is destined to be exceedingly 
abstract. The ultimate motives of  our acts tend to become nth order desires (or 
else desires with conceptual content that only people with advanced university 
degrees might be thought to possess). And no matter how normative it may be, 
the theory is still supposed to provide something like a recognizable reconstruc-
tion of  our actual deliberative processes. So these theorists wind up committing 
themselves to the claim that, ultimately, we drink coffee in the morning not 
because we want to feel more alert, but because we want to maintain the integ-
rity of  our rational agency. Given a choice between Hume’s account of  “the pas-
sions” and this sort of  intellectualism, I’m sure most people would be inclined to 
accept the passions as the best candidate for unmoved mover.

But this is a false dilemma. It is important to remember that the various can-
didates for unmoved mover are all purely theoretical posits. It is not as though 
the presence of  “unmotivated desires” or a “subjective motivational set” was an 
empirical discovery, made by psychologists in a lab somewhere. These entities 
were posited by philosophers, in order to put forward a foundationalist response 
to the regress problem. The theory that necessitates them is the same theory that 
requires us to posit basic beliefs in epistemology. However, outside the context of  
debates in moral philosophy, foundationalism is regarded as a deeply troubled 
philosophical doctrine. The problem stems mainly from a widespread inability 
to make any sense out of  the idea of  a basic belief. (Indeed, both “unmotivated 
desires” and “basic beliefs” are clear instances of  what Wilfrid Sellars referred to 
as “the given,” when talking about “the Myth of  the Given.”)30 A recent resur-
gence of  interest in coherentist and contextualist models of  justifi cation stems 
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directly from the perceived failure of  the foundationalist project. Thus before 
going on to evaluate the merits of  subjectivist and objectivist theories of  moti-
vation, it is worth examining the foundationalist theory of  justifi cation more 
closely, in order to see how it fails to provide an adequate response to the regress 
problem.

5.3. Problems with Foundationalism

To recap briefl y: the type of  radical noncognitivism about desire that dominated 
early modern philosophy of  mind has largely been set aside in contemporary 
philosophical discussion. While agents no doubt have a wide range of  behavioral 
dispositions that are devoid of  cognitive content, when we talk about preferences 
or desires we are dealing with intentional states. It is very diffi cult to sustain a 
noncognitivism thesis when desire is conceived of  as an intentional state, since 
desires behave in very much the same way that beliefs do in inferential contexts. 
As a result, subjectivism has become more persuasive than noncognitivism as 
a theory of  desire. What the subjectivist argues is that despite having certain 
similarities, there is a fundamental asymmetry between belief  and desire. While 
beliefs can be expected to command convergence, we cannot expect agreement 
when it comes to questions of  desire.31 The regress argument is drawn on to 
show that there must be some class of  noninferentially grounded “basic beliefs” 
and “unmotivated desires” to serve as a foundation for the rest. The reason for 
the asymmetry is that while beliefs are “ultimately” grounded in our experience 
of  the external world, desires are ultimately grounded in an experience of  our 
own bodily states. The agent derives an entitlement to believe that the ball is red 
through simple observation of  the red ball, just as she derives an entitlement to 
the desire for a drink through the direct experience of  feeling thirsty. Because the 
world is shared, but feelings are not, there is reason to expect agreement among 
persons in the former case but not the latter.

Both of  these theories derive a measure of  plausibility from the absence of  
attractive alternatives. If  one accepts the need for a set of  basic beliefs to serve as 
a foundation for all the rest, then simple empirical observation reports seem to 
be the best candidate. Similarly, if  one accepts the need for a set of  unmotivated 
desires, then our basic bodily urges seem to fi t the bill. And it is true that if  our 
desires were all ultimately based on an immediate experience of  bodily states, 
then at some level there would be no arguing over taste. The question is whether 
our intentional states have this sort of  fi xed hierarchical structure. After all, if  
the foundationalist picture were correct, then it would be diffi cult to have any 
sort of  productive argument over beliefs either. Just as all of  our desires would 
be grounded in our bodily states, all of  our beliefs would be ultimately grounded 
in a direct experience of  brute facts. In cases of  disagreement, one could look 
over the inferential sequences that led to the divergent conclusions, checking 
for errors. But absent such obvious fl aws, there would be nothing that could be 
done, short of  confronting one’s opponent with the brute facts that led to one’s 
own conclusion.
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Real arguments, however, are seldom settled simply by putting our beliefs 
before the tribunal of  experience (something that philosophers, more than 
anyone, should know). Since W. V. O. Quine’s “Two Dogmas of  Empiricism,” it 
has become a commonplace observation that the confi rmation of  our beliefs by 
experience is not punctual, but at least moderately holistic.32 In other words, we 
cannot take one single belief  and directly compare it to the world, to see whether 
it is true or false. The experience confi rms the belief  only when combined with a 
large set of  complementary beliefs. Seeing that the ball is red entitles us to claim 
that “the ball is red” only if  it is observed under standard lighting conditions, 
by a competent observer, and so forth. In other words, the belief  must not only 
“fi t” the experience, it must also “fi t” with a whole set of  other beliefs. If  the lat-
ter type of  fi t is not there, then we tend to doubt the integrity of  the experience. 
Furthermore, it is possible to preserve any particular belief, despite some recal-
citrant experience, if  we are willing to make suffi cient adjustments elsewhere in 
our system of  belief.

Susan Haack introduced a useful way of  thinking about the character of  our 
belief  system by comparing it to a crossword puzzle.33 There are two elements 
that support any given solution to a crossword: the clues, which give us punc-
tual evidence concerning the correctness of  particular words; and the “cross-
ings” of  the entries, which provide holistic and incremental support for sets of  
words. In a good crossword, the solution tends to be underdetermined by the 
clues alone. In many cases, there will be several different words that satisfy cer-
tain clues equally well. One has to build the case for one of  the options by fi lling 
in some letters from other words. Sometimes one has to go back and undo a 
bunch of  entries, because they fail to “fi t” with the others. Sometimes words get 
entered purely as a consequence of  other entries, while the clue remains unin-
terpretable. So if  someone asks “why is this word here?” the answer may refer to 
the clue, or it may refer to the fi t with other words, or both.

The importance of  this analogy is that it helps us to state quite clearly why the 
idea of  a basic belief  is problematic. Even though there is a clue for every entry, 
we generally cannot solve a crossword simply by going through the list of  clues. 
What we tend to do instead is pick some clues that seem reasonably determi-
nate, then use these to build inferential support for the other entries. However, 
no entry is immune from subsequent revision, if  it turns out not to fi t with the 
other constraints. Even the most obvious answer to an easy clue may turn out 
to be incorrect. Thus the distinction between those entries one takes to be the 
“foundation” of  one’s solution and those one takes to be “derived” is extremely 
ad hoc, and liable to change.

Furthermore, consider how someone who proposes a solution to a particu-
lar crossword puzzle would respond to a regress-style argument. When asked to 
justify a particular entry, she would probably start by referring to the clue. But 
the questioner might not fi nd this clue decisive, and might propose some other 
word of  equal length. At this point, the author of  the solution would have to 
make an inferential move, appealing to the correctness of  some other entry that 
intersects that word. If  asked to justify that entry, she might refer again to the 
relevant clue. But the questioner might not fi nd that clue decisive either, forcing 
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the author to appeal again to another intersecting word, and a third inference. 
This process can go on and on, and will eventually have to cycle back on itself. 
There is no reason to think that there should be one ultimate regress-stopper. It 
is always possible that there is a clue somewhere that admits of  only one solu-
tion, but this need not be the case. Furthermore, the absence of  such a decisive 
clue would not stop us from saying that a particular solution, taken as a whole, 
is correct.

Our belief  system appears to have very much the same structure. The clues in 
a crossword puzzle are like the empirical observations that underlie our beliefs. 
Of  course, our belief  system is vastly more indeterminate, because unlike a cross-
word, where there is a clue for every entry, the vast majority of  our beliefs have 
only the most tenuous connection to any empirical experience. However, even 
those that do relate directly to experience have no fi xed role. They can serve as 
evidence for other beliefs, but they can also stand in need of  justifi cation. The 
distinction is ad hoc, and may vary from context to context. As Michael Williams 
observes:

Consider Wittgenstein’s remark that “My having two hands is, in normal 
circumstances, as certain as anything that I could produce in evidence for 
it.” Entered in the right setting, a claim to have two hands might func-
tion like a foundationalist’s basic statement, providing a stopping place for 
requests for evidence or justifi cation. . . . But in other circumstances the
very same claim might be contestable and so might stand in need of  eviden-
tial support. The content of  what is claimed does not guarantee a claim 
some particular epistemic standing.34

It is a general feature of  the game of  giving and asking for reasons that it con-
tains a set of  language-entry moves. For instance, one is entitled to say “the ball 
is red” on observing a red ball. It is what Robert Brandom calls a “default entitle-
ment,” attached to a commitment “in virtue of  the circumstances in which it 
is tokened,” namely, the fact that it “is elicited through the exercise of  a reliable 
differential responsive reporting disposition.”35 However, this content is still not 
interpersonally available. My seeing a red ball does not, as such, entitle others 
who have not seen it to claim that there is a red ball nearby. Their entitlement 
to this assertion is inferential, and depends, in standard cases, on a reliability 
inference (as Brandom has observed).36 A second person may infer the presence 
of  a red ball from the fact that I am a competent observer of  red balls, that I 
speak English correctly, and that I claim to have seen a red ball. This reliability 
inference is also available to the speaker, if  I am challenged to show that the ball 
is indeed red. The fact that I, a competent observer, am inclined to describe the 
object as a red ball constitutes prima facie evidence that it is indeed a red ball. So 
as in the case of  the crossword, I can attempt a direct justifi cation (“Look, there 
it is!”), or an inferential one that appeals to my own reliability (“I’ve seen a lot of  
red balls in my day”).37

It is also possible to elaborate somewhat more the theoretical steps “between” 
the observation report and the object of  experience. As Brandom observes, the 
entitlement to make a language-entry move differs from person to person, 
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depending on that person’s competence at both observation and inference. 
Following Quine, he gives the example of  physicists using a bubble chamber to 
detect the presence of  mu-mesons.38 Initially, we would want to say that they 
infer the presence of  mu-mesons from the hooked vapor trail that these parti-
cles leave in the chamber. However, as the process of  observation becomes more 
routine, and everyone has thoroughly mastered the theory that explains why 
mu-mesons and only mu-mesons leave this particular type of  trail, we should 
not hesitate to say that the scientists simply “see” mu-mesons in the bubble 
chamber. After all, we do not really “see” regular physical objects either, but 
only light that has bounced off  them. And we don’t really see that either, just a 
certain retinal image of  that light. The regress problem here is obvious. What 
we can and cannot see is therefore not decided by our perceptual system; it is 
decided by the entry moves we are entitled to make into our language games. 
Thus “what is observable varies from community to community.”39 The ques-
tion of  what we can see is determined by the position in the language game that 
we are entitled to take up on the basis of  some state of  the environment. Some 
people under some circumstances are entitled to take up a position “deeper” 
into the game, a position that others are only entitled to arrive at through 
inference.

This means that when our entitlement to a particular observation is chal-
lenged, we can always come up with some inference that supports it, which 
takes as its premise some language-entry move that has broader entitlement-
conditions. We almost always jump over several steps that, under some con-
ditions, we may need to make explicit. If  the scientist is asked “How do you 
know there is a mu-meson?” she can say “Because mu-mesons leave a hooked 
vapor trail, thanks to the superheated liquid within the chamber.” Similarly, 
the observer of  the ball could say “Well I saw this red thing go by, and I fi gured 
it was the ball that those kids were playing with.” Observation reports can in 
principle always be “unpacked” in this way, although we have no need to do so 
in the standard run of  cases. Furthermore, the fact that these reports can be 
further unpacked does not mean that these elaborating inferences “really” (in 
the realist sense of  the term) underlie either our capacity to make the observa-
tion or our entitlement to it.

What all of  these features of  our justifi catory practices suggest is that there 
is no simple answer to the question whether a particular belief  is justifi ed. 
Foundationalism has made us accustomed to the idea that “being justifi ed” is 
some kind of  property belonging to beliefs, independent of  their discursive con-
text. But what we really are asking, when we pose such questions, is whether 
a particular agent is entitled to a particular claim. Entitlement is fi xed by the 
game of  giving and asking for reasons, which is a social practice. Thus securing 
entitlement is a matter of  satisfying the normative assessments of  the partici-
pants in this practice (which is what accounts for the “externalist” observation 
that agents can be entitled to claims without knowing that they are).40 So when 
asked to defend a particular entitlement, there is no natural end point to the 
discussion. As in the case of  the crossword puzzle, the explanation ends when a 
consideration is reached that is decisive for everyone involved.
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5.4. Practical Reasoning without Foundations

Supposing that all this is true, what does it imply for our understanding of  
desire? Most obviously, it shows that the epistemic regress argument needs to 
be approached with considerable caution. One could easily use this argument 
to show that a crossword puzzle is unsolvable, even when this is clearly not the 
case. Thus the sort of  casual deployment of  regress arguments that one fi nds in 
the literature on practical reason is unacceptable. Anyone who is at all skepti-
cal about foundationalism should be immediately suspicious of  the claim that 
agents come equipped with some single set of  “unmotivated desires,” or a “sub-
jective motivational set.” There is no question that we have all sorts of  desires, 
and that these desires are caught up in a web of  inferential relations with one 
another, but the idea that these desires must “ultimately” be grounded in some 
set of  primitive states is a highly contentious philosophical claim.

To say this is not to deny that there are a set of  simple language-entry moves 
available in the case of  desires. These are in some cases quite similar to those 
governing observation reports. Under standard circumstances, feeling a pang 
of  hunger entitles an individual to assert “I would like to eat,” or to acquire 
the desire to eat. The important point is that somatic bodily states of  the type 
Humeans appeal to in their account of  the passions are not themselves desires, 
any more than patterns of  retinal irradiation are beliefs. The somatic state sim-
ply constitutes stimulus that may form the basis for a reliable responsive dispo-
sition, and thus serve as grounds for a legitimate language-entry move, in this 
case the acquisition of  a desire. Thus Hume’s account of  the passions is wrong 
for exactly the same reason that his account of  the impressions is wrong.41 It is a ver-
sion of  “the Myth of  the Given.”42

The Humean theory clearly sounds most plausible when applied to very 
basic desires, relating to the direct satisfaction of  our bodily needs (as opposed 
to abstract preferences concerning states of  the world that have no connection 
to our own person). However, even given this very restricted set of  desires, the 
nonfoundationalist account is both conceptually and empirically more plausi-
ble. Rather than thinking of  each basic physical desire as “punctually” related to 
some underlying somatic condition, we should think of  the entire set as some-
thing like a model constructed by the agent of  his own bodily needs. Even when 
we experience what we think of  as very powerful, highly directed physical needs, 
most of  the time what we are actually doing is providing an interpretation of  
an extremely diffuse and indeterminate state of  physiological arousal. In this 
respect, Humeans massively overestimate both the specifi city of  our “passions” 
and the level of  introspective access that we have to them.43 Psychologists have 
shown that people can very easily be tricked into forming the “wrong” desire, by 
putting them in an environment that encourages them to misidentify the source 
of  the somatic arousal they experience. In one particularly clever experiment, 
subjects were tricked into misidentifying a fear of  heights as sexual attraction 
(proving that even sexual desire is not self-identifying).44 People have to learn 
how to fi gure out what they want—and they rely heavily on cultural knowledge 
and environmental cues in order to do so. Furthermore, much of  the cultural 
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knowledge that they do employ is unreliable, which contributes to the widespread 
phenomenon that psychologists refer to as “miswanting.”45 This is particularly 
true in dynamic contexts, where people rely upon what Daniel Kahneman calls a 
“lay theory of  hedonic changes” that exhibits only “mediocre accuracy.”46

The type of  systematic misalignment of  people’s offi cial “wants” with their 
underlying affective and somatic states is very diffi cult to reconcile with the 
Humean account, which posits a straightforward identity of  the two at the 
foundational level. Thus a better way to think about the agent’s desires—even 
the ones we commonly regard as physiologically grounded—is as a theoretically 
informed model, an explicit representation constructed at the level of  the inten-
tional planning system of  that person’s own needs (which includes some concep-
tion of  how to take care of  one’s own body).47 From this perspective, whether or 
not someone “experiences” a particular desire is directly analogous to whether 
someone “sees” a particular object. We take it for granted, for instance, that most 
people are able to directly experience thirst. We have direct internal access to that 
somatic state, and can therefore use this as grounds for taking up the position, 
in the game of  giving and asking for reasons, that constitutes a desire for a drink 
of  water. Thus feeling thirst and then acquiring the desire to drink something 
is a language-entry move. It represents, as in the case of  experience and belief, 
the exercise of  a reliable responsive disposition—namely, the ability to act one 
way rather than another in response to different states of  the environment.48

Naturally, no language-entry move is self-licensing and uncontestable. In par-
ticular, our ability to detect the need for fl uids is not entirely reliable. Thus we are 
able to use explicit reasoning to augment whatever innate capacities are avail-
able at the level of  the adaptive unconscious. For example, we may not naturally 
identify having a headache while in the hot sun with needing water. However, 
when we learn to identify signs of  heat exhaustion, we can start to take this as 
evidence of  thirst. In effect, we can use our linguistic inferential capacity to train 
ourselves to become better detectors of  a physiological need for water. One could 
argue that we are not really feeling thirsty in this case, we are merely inferring 
that our body needs water, on the basis of  symptoms other than the feeling of  
thirst. But who is to say that there is only one way of  feeling thirsty? And how 
do we know that as children, we weren’t simply taught to infer that our bodies 
need water from other symptoms, like dryness in our mouths? What Brandom’s 
example of  the cloud chamber and the mu-mesons suggests is that we need not 
insist on a single “correct” answer here, either in the case of  belief  or desire.

To expand the analogy, consider the diabetic whose body needs an occa-
sional shot of  insulin. Clearly we have no innate ability to feel a need for insulin. 
Initially we have only a set of  symptoms, and a scientifi c theory that hooks them 
all together. In other words, the diabetic starts with a purely cognitive model— 
that is, a representation—of  what her body needs. But who is to say that, after 
years of  injections, she does not simply experience the symptoms as a need for 
insulin? Or the asthmatic experiences the slight wheeze as a need to increase his 
intake of  bronchiodilator? It is no different from the scientists in the lab learn-
ing to see mu-mesons. The medical analogies show that caring for our bodies 
is not something that comes automatically; it is something we learn to do. Our 
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capacity to form representations—beliefs and desires—massively augments that 
capacity. However, because much of  the learning is done in childhood, and thus 
is not something we can clearly remember having done, it is tempting to imagine 
that the standard set of  basic desires is just given.

This is why “raw feels” provide only a defeasible license for desires, and why 
it is always possible to ask further questions, such as “Why should you care 
whether you feel thirsty?” But this should not mislead us into thinking that 
feeling thirsty does not, in the ordinary run of  cases, give us a reason to drink 
something. The fact that one can initiate a regress does not mean that our ordi-
nary judgments are not well founded, or that desires as such do not provide rea-
sons for action without further supplementation by higher-order principles.49

Desires, like beliefs, are deontic statuses, and so we do not need a reason to act on 
our desires; on the contrary, desire-talk is simply an oblique way of  talking about 
reasons for action. The correct way of  formulating the anti-Humean point is to 
observe that the mere experience of  a somatic state does not provide nondefea-
sible grounds for adoption of  a corresponding desire.

It is very important to recognize also that the model we construct of  our 
own needs contains very signifi cant theoretical elements.50 Furthermore, the 
resources we use to construct it are largely acquired from the ambient culture. 
If  this were not the case, then there would be no way to explain the massive 
cultural variation we see in the ways people conceive of  their own inner states. 
Experiences of  emotion provide a very clear-cut example. There is evidence that 
certain very basic states of  arousal are culturally universal: fear, anger, startle, 
laughter, and so on. However, even in these cases, the type of  “raw feel” gen-
erated by the emotional state is highly indeterminate, and individuals are not 
able to reliably determine which emotion they are experiencing through intro-
spection.51 And as we have seen, introspection generally gives them no capac-
ity to determine which object in the environment provoked the state of  arousal. 
Thus in the cases where emotions exhibit intentional structure, as in the case 
of  someone who is “afraid of  x,” the idea that the state is provoked by x is typi-
cally an interpretive gloss contributed by the individual (and may be entirely a 
confabulation).52

Even more noteworthy are the enormous cultural differences in the range of  
emotional states that individuals are thought to experience.53 Many of  the states 
posited are powerfully structured by quite abstract theories about the human per-
son. People often fi nd themselves feeling restless and unhappy, for instance, with-
out having the faintest idea what is causing this unhappiness. Their attempts to 
diagnose the problem draw heavily on theoretical constructs. Of  course, to claim 
that our desires are a model of  our own needs is not to say that they are simply 
made up (or that “thinking makes it so” in this domain). It is commonplace for 
philosophers to talk about the underdetermination of  theory by evidence in the 
case of  belief. Similarly, we might say that there is an under determination of  
desire by “feels.” In most situations, there are all sorts of  possible interpretations 
of  what we’re experiencing and feeling. However, this does not mean that there 
are not better and worse theories. It is quite obvious that some people have better 
models of  their own needs than others, in part because they are more attentive 
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to their bodies, or their behavioral dispositions. (Psychologist Timothy Wilson 
has suggested that, given the dramatic limitations of  introspection, people can 
do a much better job at fi guring out what they want by observing biases in their 
own actions, combined with their own “fi rst impulses” when it comes to behav-
ior.)54 In many cases, the “offi cial” desires and attitudes that people hold are 
entirely inconsistent with their subintentional behavioral dispositions (which 
psychologists elicit in various ways, typically through tasks that demand very 
fast responses, and so do not permit processing by the slower intentional plan-
ning system).55

As in the case of  belief, when problems show up with an individual’s system 
of  desires, they tend not to be punctual. It is typically not the case that an agent 
“thinks” that he desires p, whereas “in fact” he desires q. Both confi rmation and 
disconfi rmation are holistic. Individuals with bad models of  their needs tend 
to fi nd themselves experiencing inchoate frustration, anxiety, regret, or some 
other highly diffuse condition. It often takes a lengthy trial-and-error process to 
determine what is needed to relieve a particular state of  tension. Furthermore, 
the consequences of  having a bad model at the level of  desire is not that the 
body steps up and imposes some other desire, but that the individual suffers a 
more general loss of  intentional control (acting impulsively, out of  frustration, 
anger, or anxiety) and in the long term exhibits spontaneous behavioral trends 
that are in tension with his “offi cial” plans (and thus behaves in a self-defeating 
manner).

Another complication routinely ignored by Humeans is that most of  the 
desires we act on are not occurrent, in the sense that we are not “experiencing” 
them at the time of  deliberation (i.e., there is no phenomenological correlate). 
Most of  our current desires depend in important ways on guesswork about our 
future desires (known as “affective forecasting”). As it turns out, most of  us are 
not particularly good at doing this sort of  guesswork.56 In many cases, predic-
tions made by complete strangers are as reliable as “self-forecasting” on the part 
of  individuals.57 This raises serious questions about how large a role introspec-
tion plays in determining an individual’s system of  desires, which in turn casts 
doubt on the Humean view. After all, if  the Humean account of  desire were cor-
rect, shouldn’t individuals enjoy some sort of  advantage over strangers when it 
comes to fi guring out how to generate satisfying experiences for themselves?

This literature points to an important yet often overlooked aspect of  our sys-
tem of  desire, namely, the active role that the individual plays in scheduling or 
establishing priorities with respect to the satisfaction of  these desires. Just as 
somatic stimulus is extremely diffuse, its intensity level is also quite indetermi-
nate. Generally speaking, the intentional planning system is not affl icted by a 
paucity of  stimulus. On the contrary, at any given time, dozens of  different sys-
tems at the level of  the adaptive unconscious will be clamoring for attention. 
Even pain does not have an automatic override, but has to compete with other 
systems for attention (which is why people who suffer an injury while engaging 
in a very intense activity may not feel pain until after they stop what they are 
doing). Thus a major activity of  the intentional planning system involves tam-
ing this cacophony of  impulses into an orderly system of  desire, then scheduling 
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them into a sequential plan (e.g., “fi rst I’m going to eat breakfast, then I’m going 
to go over to the couch and read the newspaper, etc.”). This is informed by a very 
general sense, developed through experience, of  which needs can most easily 
be “put off ” and for how long. Forming a desire to do x at time t always involves 
deferring the satisfaction of  dozens of  other impulses (some of  which will sim-
ply be ignored, while others will be scheduled for later). The way an individual 
discounts future satisfaction can be seen to be based, in part, on her estimates 
of  what can be put off  and for how long. Again, failure to carry out this task 
effectively can lead to losses of  intentional control, or else the need to rearrange 
one’s plans in response to the unexpected persistence or intensity of  a certain 
somatic stimulus.

This is why psychologists (i.e., those who study the mind empirically) typi-
cally include “inhibitory control” as one of  the central functions of  the inten-
tional planning system. Consider the following (fairly standard) statement of  the 
“executive function” of  intentional planning: “The cognitive abilities subsumed 
within this construct include attentional control, previewing, strategic goal 
planning, temporal response sequencing, self- and social monitoring, abstract 
reasoning, cognitive fl exibility, hypothesis generation, and the ability to organize 
and adaptively use information contained in working memory”58 This sort of  
monitoring and control involves much more than simply weighing one desire 
against another. It involves fairly systematic “vetoing” of  behavioral impulses. 
Yet this sort of  function—absolutely essential to the control of  aggressivity, in 
particular—has no correlate in Humean psychology (or sentimentalist moral 
theories more generally).

The fact that the intentional planning system exercises general executive 
control accounts for the importance of  values, and other cultural infl uences, in 
our system of  preference. Bodily states are simply too diffuse to provide us with 
a ranking of  possible outcomes in the world, especially given the type of  fi ne-
grained partitioning of  the set of  possible outcomes that our intentional plan-
ning system is capable of  working with. Hobbes thought that before acting, the 
faculty of  the imagination presented the set of  available options to the agent’s 
consciousness. The agent then consulted his inner passions to see which state 
evoked the greatest attraction, or the least aversion. But this model is not real-
istic, even in the case of  our very immediate bodily needs. It is fantastical when 
we consider more abstract preferences, such as our attitudes toward the actions 
of  people we have never met, our preferences regarding political parties or pub-
lic policy initiatives, or our concern for the welfare of  future generations.59 It 
is because of  this indeterminacy that individuals turn to cultural templates in 
order to know what to want. One can think of  values as a set of  culturally trans-
mitted rankings of  states of  the world relative to one another. They are, in other 
words, culturally transmitted preference orderings. The central vehicle through 
which this transmission occurs is role modeling and dramatic narrative. This is 
where we learn that family is important, life is precious, cruelty is a vice, there 
can be nobility in suffering, and so on. Sometimes these values reaffi rm exist-
ing behavioral dispositions, but quite often they run contrary (e.g., many of  the 
values governing sexuality run against the grain of  our dispositions, sometimes 
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unnecessarily so, other times quite usefully). Most narrative is fundamentally 
concerned with either reaffi rming these rankings or exploring confl icts between 
the various criteria.

These values are often regarded as irredeemably subjective. According to one 
popular view of  the matter, values all derive their authority from some background 
set of  “ultimate values,” which are themselves beyond further justifi cation. They 
are, in Max Weber’s famous phrase, like “rival gods and demons”—since disputes 
among them cannot be rationally mediated, only fought over. Yet the problem 
with this argument is that it relies on the same sort of  epistemic regress argument 
that led Humeans to posit unmotivated desires (in fact, “ultimate values,” accord-
ing to this conception, just are a class of  unmotivated desires). Yet there are very 
few systems of  ethical conviction that start out positing a set of  ultimate values, 
then proceed to deduce the rest. The kinds of  everyday values that are refl ected 
in our conduct are part of  a theory that we adopt, designed to make sense out of  
our experience—both our inner experience and our experience of  social life. It is 
a theory of  what we should want. Where there are fundamental posits, or ulti-
mate values, these tend to have been introduced post hoc, through abstraction 
from the more concrete preference patterns at play. For example, the role that 
happiness plays in various forms of  eudaemonistic or virtue ethics is comparable 
to the role that utility plays in decision theory. It is not an underlying state; it is a 
piece of  expressive vocabulary introduced in order to engage in higher-order talk 
about practical reason. Thus it is backward to say that “happiness” is an ultimate 
value, and that all the rest are deduced through constitutive and instrumental 
reasoning.

The idea that values are subjective and irrational has unfortunately become 
a dominant element in our “folk sociology,” which therefore treats values as 
being primarily inculcated through early childhood socialization, or some other 
noncognitive process. This sometimes occurs. But individuals also integrate new 
values into their systems of  desire through purely cognitive processes. There are 
a variety of  highly elaborate value systems in circulation. Sometimes people are 
exposed to just one, and therefore adhere to it throughout life from force of  habit, 
or through lack of  a better alternative. But others may fi nd that one or another 
system of  values “chimes” with them more effectively, and therefore adopt some 
or all of  it. Or they may experience a “crisis of  meaning,” through inability to 
decide in favor of  one or another. Either way, it is diffi cult not to be impressed 
by how much cognition is involved in the entire process, and how much control 
and discretion individuals exercise over the outcome.

5.5. Cognitivism about Norms

The discussion so far has been aimed at showing that desires are a lot more 
cognitive, and a lot more similar to beliefs, than they are often taken to be. The 
fact that we sometimes turn back requests for justifi cation of  our desires by say-
ing “that’s just the way I feel” does not show that all of  our desires are based on 
indefensible commitments, or that “ultimately” they are all immune to rational 
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criticism and revision. It merely shows that, in evaluative discourse, there are 
certain argumentative moves that commonly function as regress-stoppers (in 
particular, claims that result from standard language-entry moves). Reports 
of  occurrent “feelings” are normally taken to license desires, without the need 
for further justifi cation, in the same ways that “seeings” are normally taken to 
license beliefs, without the need for further justifi cation. This does not mean 
that they cannot in turn be questioned—especially if  there is some reason to 
believe that normal conditions do not obtain.

The focus on desires has limited the discussion so far to one that concerns 
the way agents deliberate about the appropriateness of  various “ends” of  action. 
Yet as we have seen, agents also routinely adopt and respect constraints on the 
means that they are prepared to employ in pursuit of  these ends. Their prefer-
ences take the form not only of  desires to see particular outcomes achieved but 
also of  principles that either prescribe or proscribe actions directly, independent 
of  their consequences. Thus their overall preference orderings incorporate pref-
erences over both actions and consequences.

The fact that principles constrain our choice of  actions is such a ubiquitous 
feature of  social interaction that it often escapes our attention. Game theorists 
usually incorporate it into their models simply by leaving out of  their representa-
tion of  a choice problem all of  the options that, while physically possible, would 
never be performed, simply because the agents “would never dream of  it.” It is 
very common for us to preprune our decision trees this way, prior to any serious 
deliberation. Most people, for example, when getting on to a bus, would like to 
sit down. Even if  all the seats are taken, it is still possible to sit on the fl oor, or on 
someone’s lap. One could simply order another person out of  his seat, or request 
that he move, or physically grab him and pull him out. Most people never even 
consider these options, simply because such behavior is inappropriate in the 
context.60 Instead, they will often give up their seats to persons more in need of  
them. They will also hesitate before taking a newly vacated seat, to see if  anyone 
else is moving for it, so that they may seem duly deferential to the needs of  oth-
ers. All of  these constraints on the pursuit of  one’s objectives are a consequence 
of  the set of  social norms that govern social interactions on crowded buses (dif-
ferentiated by age, gender, infi rmity, and so on).

This sort of  norm-conformity has traditionally been regarded, even among 
sociologists, as noncognitive, nonrational, and often nonintentional.61 There 
are both sophisticated and unsophisticated motives for holding this position. 
The unsophisticated motive arises out of  puzzlement over the fact that these rea-
sons for action do not have an overtly instrumental form. Thus many theorists, 
impressed by the way that rules structure all of  our social interactions, yet con-
fused by the fact that conformity serves no overt purpose for the individual, have 
assumed that norm-conformity must be generated through some subintentional 
mechanism, such as habit or a conditioned response. Thus, for example, agents 
are thought to have been trained through socialization to act in certain ways 
in certain contexts, regardless of  the consequences. If  these agents stopped to 
refl ect on what they were doing, it was assumed, they would fi nd themselves 
with very little reason to continue acting as they had been.
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The problem with this theory, as we have seen, is that it fails to explain the 
refl exivity that agents exhibit in norm-governed interactions.62 By positing a 
subintentional mechanism to explain norm-conformity, the theory winds up 
treating agents as “cultural dopes,” deprived of  any insight or control over the 
motives for their own behavior—simply acting out scripts that have been instilled 
through socialization. Yet what one usually observes, in norm-governed interac-
tions, is a high level of  self-awareness on the part of  all agents when questioned, 
combined with a willingness to violate the rules at will, in order to send “mes-
sages” to other agents involved in the interaction. The young man who sits on a 
crowded bus with his legs spread wide, straddling two seats, is not merely ignor-
ing the needs of  others so that he can sit more comfortably. He is engaging in a 
display of  conspicuous social deviance, intentionally violating the rules in order 
to communicate to other passengers his lack of  concern for their needs. In so 
doing, he also dares the other passengers to enforce the social norm, which they 
know that he knows that he is violating. This is what makes his behavior not just 
a way of  sitting more comfortably, but a strategy of  intimidation.

Thus the unsophisticated version of  the noncognitive analysis of  norm-
 conformity quickly runs into diffi culty, simply because the respect people show 
for rules exhibits the same surface features that any other form of  rational 
action exhibits: people are aware of  what they are doing as they do it, their dis-
positions are refl ectively stable, and they are able to provide an account of  what 
they are doing, which will often involve explicit reference to the relevant rule. 
Social order is not a “spell” cast over us that begins to dissipate the moment that 
we adopt the objectivating attitude of  the sociologist, or the practiced cynicism 
of  the economist. It is extremely robust. Thus, in the absence of  some kind of  
deeper philosophical argument, there are simply no empirical grounds for think-
ing that actions chosen on the basis of  principles are any less rational than those 
chosen as a means to the satisfaction of  our desires.

But what about the rationality of  the principles? If  a person thinks that fol-
lowing a rule is important, then it may be rational for that person to follow the 
rule. But how could anyone come to the rational conclusion that it is important 
to follow a rule? According to one infl uential line of  reasoning in contemporary 
philosophy, one cannot. Being committed to a rule is irrational, unless this com-
mitment at some level involves a desire. One can fi nd a particularly clear instance 
of  this argument in the work of  John Mackie. However, on closer inspection, it 
turns out that this argument is just a variation of  the same old foundationalist 
insistence that there be some set of  unmoved movers in the practical realm.

Mackie starts out by granting that agents often explain their actions through 
appeal to “institutional reasons,” and that these reasons often have a categori-
cal form: they say “do x,” not “if  you want y, do x.” He argues, however, that 
each institutional reason is a reason only for those who accept that institu-
tion.63 But, he asks, what is the reason for the institution? It must be justifi ed 
through reference to some other institution. What justifi es that institution? 
Eventually the chain of  reasons must give out. Then we will have no choice but 
to fi nd some desire of  the agent, “perhaps simply the desire to keep out of  trou-
ble,” that explains the action. Since all of  the intermediate reasons would then 
be contingent on this desire, they would all be reduced to hypothetical impera-
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tives. Thus, Mackie concludes, every “categorical imperative” must eventually 
depend on a “hypothetical imperative,” that is to say, every principled reason 
for action must “ultimately” depend on a desire.64

Another variation on this argument takes as its point of  departure the 
observation that institutional reasons for action are “prescriptive,” insofar as 
they specify what an agent ought to do. However, any argument that has a pre-
scriptive conclusion must have, on pain of  committing the naturalistic fallacy, 
some prescriptive statement among its premises.65 That prescriptive premise 
must be licensed, in turn, by some further prescriptive statement. If  one fol-
lows the justifi catory chain back far enough, it is then claimed, the sequence 
of  prescriptive premises must simply run out, and so end with an undefended 
assumption. (The same problem, it is assumed, does not undermine the sta-
tus of  descriptive statements, since the justifi catory chains that support them 
can terminate with some brute fact, which corresponds directly to “reality.”) 
This is simply foundationalism, presented as an argument for noncognitivism 
about norms.

In everyday life, of  course, normative reasons for action are considered per-
fectly acceptable, and often serve as a stopping point for discussion. In fact, we 
would consider it quite odd for someone to say, on leaving a restaurant, “I know 
you are supposed to tip, but why did you really do it?” And even if  someone chal-
lenges the norm, people will often appeal to further norms to justify it, without 
this setting off  a further round of  inquiry (e.g., “The minimum wage is lower for 
those who receive tips, so it’s unfair not to tip them”). There is in fact something 
faintly obnoxious about the philosopher who feels entitled to opt out of  any and 
all social institutions, simply because he or she does not feel like complying, or 
because the relevant social obligations are “merely institutional.” This is a posi-
tion that is much easier to maintain alone in the study than out in the world, 
where the very dense network of  obligations arising from these institutions com-
pletely structures even the lowliest social interaction.

In the background of  Mackie’s regress argument is an image of  the rational 
individual as one who can take a hypothetical attitude toward the entire set of  
norms that constitutes his or her form of  life, and can thus demand that the 
system of  social institutions as a whole be given some foundational justifi ca-
tion. This image is, to put it mildly, sociologically naïve. It is no different in kind 
from the image of  Descartes, alone in his study, adopting a hypothetical attitude 
toward his entire system of  beliefs. A more appropriate image would be that of  
Neurath’s boat—so often used to represent the way we must set about chang-
ing our system of  beliefs—applied to our principles, and to the institutions that 
constitute our social world. Every action is taken against a massive background 
of  social norms, which not only structures our interactions but also constitutes 
the matrix of  intelligibility of  these actions. (Parents, when socializing their chil-
dren, spend a lot more time teaching them the right and wrong ways of  going 
about things than they do teaching them facts about the physical world.) We 
may be able to adopt a hypothetical attitude toward particular norms, but we do 
so only against an enormous background of  further norms, which remain taken 
for granted. These constitute the “regress-stoppers” in the majority of  debates 
over the organization of  social life. Thus the analysis presented here suggests 
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that institutional reasons should be taken at face value, as reasons for action 
that are just as good as ones that appeal to desires or beliefs.

Of  course, there is the further argument that because institutional reasons 
are categorical in form, they represent “external reasons” from the standpoint 
of  the agent, and so not ones that she is necessarily committed to adopting in 
the form of  principles. One could observe that a particular norm of  politeness is 
observed in a society, and yet have no particular reason to respect it. I will have 
more to say about this problem later, but for now it is suffi cient to observe that this 
argument in no way demonstrates the need to provide an incentive—in the ordi-
nary sense of  the term—for agents to respect institutional norms. My reason for 
adopting some external norm as a principle to govern my own conduct need not 
be a consequence of  any particular desire that I have, or concern over the conse-
quences of  respecting it. I may accept the norm as a principle simply because it 
follows from, or coheres well with, other principles that I adhere to. Without the 
regress argument, there is no reason to think that this is problematic.

The more common reason for adopting a particular principle, however, arises 
simply from the observation that others are conforming to a norm. This is, I 
would argue, not a consequence of  a desire to conform (any more than acquir-
ing a desire to eat in response to a hunger pang arises from a desire to satisfy 
one’s bodily needs). It is, rather, the exercise of  a reliable responsive disposition, 
one that provides the basic language-entry move with respect to principles. In 
the same way that individuals develop certain responsive dispositions, which 
lead them to develop appropriate beliefs in the case of  observations, or desires in 
the case of  somatic stimulus, people also acquire rules to govern their conduct 
by imitating observed regularities of  behavior in their immediate social environ-
ment. Imitation, in this respect, establishes what Ap Dijksterhuis and John Bargh 
refer to as “default social behavior.”66 Summarizing the relevant psychological 
literature, Dijksterhaus observes that imitation is absolutely ubiquitous and far 
more infl uential than we typically imagine:

We adjust motor behavior and a range of  interpersonal behaviors such as 
helpfulness or aggression; it affects mental performance in different ways; 
and it affects our attitudes. More concretely, relevant research has shown 
by now that imitation can make us slow, fast, smart, stupid, good at math, 
bad at math, helpful, rude, polite, long-winded, hostile, aggressive, coop-
erative, competitive, conforming, nonconforming, conservative, forgetful, 
careful, careless, neat, and sloppy.67

Conforming to the prevailing set of  social norms, along with the prevailing 
set of  normative expectations, is our default mode of  social action, and thus the 
relevant principles (understood as the corresponding intentional states) consti-
tute default entitlements. Yet just as in the case of  desires, these default entitle-
ment can be trumped by other considerations (such as a confl ict between the 
prevailing norms and some more long-standing principles that the individual 
adheres to). Nevertheless, imitation remains the primary mechanism through 
which individuals acquire principles to govern their conduct (which is why the 
“spade turns” pretty quickly, when people are pressed to give an account of  why 
they follow the rules that they follow).68
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So why is this view a species of  cognitivism about norms? We can represent 
the system of  goals generated by the agent’s intentional planning system as a 
global preference ordering of  possible worlds. In practical contexts, especially in 
social interactions, this preference ordering will contain two analytically sepa-
rable contents: desires pertaining to various outcomes, and a set of  principles 
governing the available actions. Many of  these desires and principles have their 
origins outside the game of  giving and asking for reasons, and are acquired 
unrefl ectively, through the exercise of  a disposition either in response to somatic 
states or patterns of  social behavior. However, these “occurrent” desires and prin-
ciples must be integrated, at the level of  the intentional planning system, into the 
agent’s more comprehensive (and atemporal) set of  goals, projects, plans, and 
principles. The important point is that they are all “defeasible” at this level (i.e., 
they are not foundational). Thus the agent may choose to ignore a somatic stim-
ulus, or reject a particular social practice, if  she fi nds that it confl icts with her 
standing commitments. Agents exercise broad but not unlimited discretion at 
the level of  intentional planning (as any study of  the history of  asceticism would 
suggest). Furthermore, the type of  standing goals and principles that the agent 
subscribes to will be heavily structured by the corresponding cultural templates: 
values in the case of  desires, social norms in the case of  principles (which corre-
spond roughly to culturally transmitted conceptions of  the good and of  the right, 
respectively). Thus there is room for productive argumentation among agents at 
every level, with no intentional state being entirely immune to revision. This is 
why people can, and do, engage in extremely profound refl ection and debate, not 
only over what one should want but also over how one should behave.

Where noncognitive theories of  motivation get it right is in drawing attention 
to the amount that is going on in our minds that is “encapsulated,” unavailable 
to consciousness, or otherwise outside the purview of  the intentional planning 
system. “Reason” is often not in the driver’s seat when it comes to human behav-
ior, yet we fi nd it easy to fool ourselves into thinking that it is.69 In this respect, 
noncognitivists point to an important feature of  the mind (and expose a form of  
self-deception that rationalists may all too easily succumb to). The error of  non-
cognitivists lies in thinking that this “irrational” element reaches right through 
into the intentional planning system—that there is a special class of  intentional
states (namely, desires) that are outside the scope of  rational deliberation and 
control. This involves a category error—ascribing characteristics of  the adaptive 
unconscious to states of  the intentional planning system. Insofar as goals are 
linguistically formulated and subject to explicit cognitive representation, they 
have entered into the “space of  reasons,” and are subject to the same norms of  
rationality as any other intentional state.

5.6. Brandom on Practical Rationality

The theory of  practical rationality that has been presented here is strongly infl u-
enced by Brandom’s theory of  meaning and his analysis of  intentional states. 
However, Brandom takes a very different course when it comes to developing 
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his theory of  practical rationality. He begins by noting that the following are all 
perfectly respectable “material inferences” (i.e., moves that are available to an 
agent in the game of  giving and asking for reasons): “Only opening my umbrella 
will keep me dry, so I shall open my umbrella,” and “I am a bank employee going 
to work, so I shall wear a necktie.”70 These all start with a belief  as a premise, 
and have an action as a conclusion (or an intention, in Brandom’s view, which 
then licenses a language-exit move). Anyone who is impressed by the teleologi-
cal argument (see section 5.1) will naturally insist that each of  these inferences 
has a suppressed (or unstated) premise. In the fi rst case, Brandom notes, this 
premise takes the form of  a “desire,” such as the desire to stay dry. In the second 
case, it takes the form of  a rule, such as the dress code that governs bank employ-
ees. Brandom correctly notes that these can both be represented simply as pref-
erences, or “pro-attitudes,”71 with no difference in principle between them. The 
central question that he raises concerns the status of  these proattitudes, and 
herein lies the peculiarity of  Brandom’s proposal.

What he argues, in effect, is that these proattitudes, which are introduced as 
supplementation of  the material inference, are not intentional states—that is to 
say, are not positions one may take up in the game of  giving and asking for rea-
sons—but rather are a product of  the expressive vocabulary that is introduced 
in order to articulate moves that are available to an agent within that game. They 
articulate, as Brandom puts it, “material proprieties of  practical reasoning.” The 
agent is entitled to move from the claim that opening his umbrella is the only 
way to stay dry to the action of  opening it because the game of  giving and asking 
for reasons contains a rule that allows such an agent to move from that belief  to 
that action. The proattitude simply puts in “propositional form the endorsement 
of  a pattern of  inferences.”72 When questioning the accuracy of  such an attribu-
tion, “the question is whether entitlement to the doxastic commitment serving 
as the premise is inferentially heritable by the practical commitment serving as 
the conclusion. To take it that it is, for a particular interlocutor, just is implicitly 
to attribute a desire or a preference for staying dry.”73

This is a counterintuitive theory, but one that has considerable merit. It 
provides, fi rst of  all, a simple and nonregressive explanation for the fact that 
desires have normative authority (the elusive “source of  normativity” sought by 
Korsgaard, among others). Desires (or proattitudes more generally) have author-
ity not intrinsically but because they are elements of  an expressive vocabulary 
designed specifi cally to articulate the content of  norms-implicit-in-practice. 
Thus they are normative for exactly the same reason that logic is normative—
because they are expressive shorthand for talking about our normative obliga-
tions.74 The second attractive feature of  Brandom’s account is that it is able to 
explain why beliefs appear motivationally inert, whereas desires are somehow 
able to rouse the agent to action. (This latter, motivational aspect of  desire is of  
course the primary intuition driving preference noncognitivism.) The asymme-
try is entirely due to the fact that desires are expressive vocabulary introduced 
in order to articulate inferences, which are moves that individuals can make in 
the game of  giving and asking for reasons. Beliefs, on the other hand, articulate 
statuses in the game, not moves, which is why they appear inert. Thus the idea 
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that desires, as intentional states, are somehow more dynamic than beliefs arises 
as a consequence of  a grammatical illusion (the fact that a proposition is used to 
describe a pattern of  inference, rather than a doxastic status).

The easiest way to get an intuitive grasp of  Brandom’s position—and to 
understand the diffi culties with it—is to see that it represents a simple reversal 
of  Kant’s analysis of  instrumental reasoning. The primary difference between 
Kant’s view and later formulations of  the instrumental conception of  rationality 
is that rather than talking about beliefs and desires, Kant talks about hypotheti-
cal imperatives and incentives. Hypothetical imperatives have the structure of  
an inference: “if  you want x, then you should do y.” This is what allows one to 
infer, on the basis of  a desire for x, a practical commitment to do y. Of  course, 
another way of  expressing the hypothetical imperative would be in the form of  a 
belief  that some state obtains, such that doing y will bring about consequence x.
This is precisely what contemporary decision theorists do, when treating beliefs 
as probability distributions over states. If  one adopts the Kantian perspective, 
however, what decision theorists call a belief  is actually just a piece of  expressive 
vocabulary, introduced in order to articulate the inference that allows one move 
from a desire to an action. What Brandom has done, in his own theory, is fl ip this 
around. He treats the desire as the element that articulates the inference from a 
belief  to an action.

Naturally, there is no simple fact of  the matter that will enable us to decide 
whether it is the belief  that “really” represents the material inference, or rather 
the desire. The question is one of  expressive adequacy. And in this respect, it 
is worth noting that Brandom’s proposal encounters the same diffi culties that 
affl icted Kant’s, those that eventually led decision theorists to abandon entirely 
the vocabulary of  “ends” and “means.” The problem is that treating either the 
belief  or the desire as an oblique redescription of  an inference license generates 
signifi cant diffi culties as soon as uncertainty is admitted into the choice prob-
lem. Once beliefs are assigned probabilities, then the agent can no longer make a 
rational decision with simply an ordinal ranking of  possible outcomes; she must 
also assign priority levels to each of  her desires (or preferences more generally). 
Yet hypothetical imperatives provide a very poor framework for the articula-
tion of  probabilistic beliefs. If  one treats a belief  as a doxastic status, it is easy 
to assign it a probability or confi dence level. Treating it as an inference, on the 
other hand, gets more diffi cult. Similarly, Brandom’s analysis of  proattitudes as 
“material proprieties of  practical reasoning” is very poorly suited for the articu-
lation of  desires with priority levels. Thus the need to treat practical rational-
ity as utility-maximization (or value-maximization more generally) imposes the 
need to treat both beliefs and desires as distinct types of  statuses in the game of  
giving and asking for reasons.

The problem, simply put, is that inferences of  the type that Brandom describes 
have a truth-functional (or Boolean) logic. Assigning intensities to desires would 
require a Bayesian logic, in which the inference rule acted like a fi lter that 
allowed only a portion of  the probability associated with the premise to be con-
ferred on the conclusion. Thus if  the agent had confi dence of  0.8 that opening 
the umbrella is the only way to stay dry, and a moderate desire to stay dry (say, 0.6), 
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the latter would have to be represented by saying that only a weak material 
inference obtains between “opening my umbrella will keep me dry” and “I shall 
open my umbrella,” such that a 0.8 commitment in the premise generates only 
a 0.48 commitment to the conclusion. The advantage, on the other hand, of  
treating both beliefs and desires as premises in an inference is that one can 
retain a traditional Boolean logic to model the inference, and handle the prob-
abilities/priorities as “internal” to the status that the agent has adopted.

Similarly, once preferences are assigned priority levels, it is no longer ade-
quate for the agent simply to determine the one “top-ranked” consequence in 
order to make a decision. Each desire and principle generates a pro tanto reason 
in support of  a particular ranking of  the set of  possible worlds, but determining 
a fi nal preference ordering will require a weighing of  all these considerations. 
Brandom’s analysis suggests that in the absence of  the expressive vocabulary of  
“desire,” introduced in order to represent patterns of  inference, the only way to 
engage in deliberation about what states of  the world one should prefer would be 
to work through, hypothetically, a series of  belief-to-action inferences of  the form 
“If  I thought such-and-such, then I would want to do the following, but on the 
other hand, I also believe something-else, so I would be somewhat more inclined 
to do this,” and so on. This is a strikingly implausible reconstruction of  the way 
we deliberate about our desires. The idea that there could be such an asymmetry 
between belief  and desire therefore speaks against Brandom’s theory.

5.7. A Note on Intentions

The discussion so far has been carried out without any serious talk of  intentions,
despite the fact that much of  the discussion of  action theory in contemporary 
analytic philosophy is focused on the status of  intentions. Part of  the reason for 
this emphasis among such philosophers has been the hope that a more careful 
examination of  these states will provide a solution to some of  the classic dilem-
mas in game theory, such as why people cooperate in prisoners’ dilemmas. The 
basic idea is as follows. Agents start out with beliefs and desires. These two states 
get hooked together through practical deliberation. However, the outcome of  
practical deliberation is not an action, but rather an intention to act. It is the 
intention that serves as the proximate cause of  the action. With respect to the 
prisoner’s dilemma, it has then been claimed that an agent might cooperate by 
virtue of  a prior intention, despite the fact that reoptimization would give her a 
preference for defection.

The idea that practical deliberation issues in intentions is diametrically opposed 
to the view, which dates back to Aristotle, that the conclusion of  practical reason-
ing is the action. Intentions get posited as an odd sort of  intentional state inter-
posed between actions and desires. What makes them unlike desires is that they 
do not provide independent reasons for action; they merely channel the agent’s 
desires. Thus if  the agent loses some desire, the “stranded” intention does not 
by itself  provide any further reason to perform the action.75 But then why posit 
them at all, if  they do no independent work explaining action? The rationale for 
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this prima facie violation of  Occam’s razor (“entities must not be multiplied with-
out necessity”) is the need to explain failed attempts.76 Individuals often make a 
decision to carry out a particular action, yet are unable to carry it through. In 
such cases, we say that they intended to do it, but were prevented or unable. Thus 
interest in intentions has been highest among those interested in weakness of  
the will—since weakness of  this type seems to characterize precisely the class of  
cases where intention and action come apart. The Aristotelian thesis is faulted for 
its inability to explain these failures. If  our reasoning leads directly to action, how 
could it be that we sometimes know what is best, and yet do not do it?

This would be a somewhat weak rationale, were it not for one other aspect 
of  the theory. The most interesting feature of  intentions is that they seem quite 
clearly to incorporate a structure of  commitment. An agent who intends to do x
seems to be committed to doing x in a way that the agent who merely desires x
is not. Thus theorists who view beliefs and desires as normatively inert states of  
the individual’s consciousness can easily be misled into thinking that intentions 
represent the source of  normativity. If  one thinks that individuals in perfect iso-
lation are able to have beliefs and desires, then it seems plausible to think that 
they can also adopt intentions in isolation. And if  they can have intentions, it 
seems that they can make commitments.77 Norms could then be explained as a 
sort of  joint commitment (or a shared intention), adopted in social contexts.78

Thus one would be able to provide the purely reductive account of  social norms 
that has for so long eluded instrumentalist theories. The case for such an order 
of  explanation has been developed most infl uentially by Michael Bratman.

Some critical attention has been focused on this last step, since we expect 
both cooperative and resolute behavior in many contexts where agents have had 
no chance to form an antecedent intention—sometimes choices get sprung on 
us.79 And the previous two steps are clearly vulnerable to private-language type 
arguments (from the perspective that has been advanced here, any normativity 
enjoyed by intentions will merely be inherited from their relationship to desires). 
The more fundamental question, however, is whether or not our understanding 
of  practical deliberation is enhanced through inclusion of  intentions in the set 
of  intentional states posited by the theory of  action. There is no question that 
agents develop plans, and that there is a useful way of  talking that refers to what 
the agent intends to do as part of  one or another plan. One might also follow 
Donald Davidson in talking about the agent’s “unconditional” or “all-out” prac-
tical judgment as her intention.80 But neither of  these ways of  talking suggests 
that there is a distinct type of  intentional state underlying these attributions, 
other than just beliefs and desires.

The other thing that should make us nervous about talk of  intentions is the 
peculiar hybrid character of  these states. This is not the fi rst time that philoso-
phers have felt the need to posit such entities. In fact, the entire discussion of  
intentions bears a suspicious similarly to an earlier episode in the history of  phi-
losophy, namely, the debate over sense impressions or qualia.81 Structurally, it 
is easy to see that intentions perform the same function on the language-exit 
side, with respect to desires, that sense data were thought to perform on the lan-
guage-entry side, with respect to beliefs. It is helpful, therefore, to remember why 
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theorists considered it necessary to posit sense data, and why this sort of  phe-
nomenalism was ultimately abandoned.

When agents observe some state of  affairs, and form a correct belief, there 
is no obvious “gap” between the observation and the intentional state. When 
an agent sees a red ball, and forms the belief  “there is a red ball,” there is no 
problem. It is only when the agent forms a false belief  that we begin to suspect 
that there is something interposed between the object and the intentional state. 
When the agent sees a white ball, and forms the belief  “there is a red ball,” we 
begin to think that there is no direct connection between the belief  and the 
object. We say that the ball looked red, but that it turned out not to be. This is 
all harmless. It becomes problematic, however, when philosophers move from 
this observation to the conclusion that what we really see are not the objects, 
but rather some inner state that represents them, such as an “appearance” or a 
“sense datum.” The problem is not with the idea of  an inner episode, it is with 
the idea that these inner episodes have propositional content (i.e., that they “rep-
resent” something). Such a status would allow them to be inferentially related to 
the belief, yet causally connected to the state of  the world.

According to the phenomenalist view, it is our knowledge of  “appearances” 
that is fundamental. Our knowledge of  the world is inferred from our contact 
with these “appearances.” The reason for advancing such a theory is that it 
seems to offer support for a foundationalist account of  justifi cation. It is diffi cult 
to say that the belief  “there is a red ball” is justifi ed by the presence of  the red 
ball, since this connection is not infallible. Agents often have mistaken percep-
tions. The advantage of  appearances is that they stand in incorrigible relations 
to the “full-blown” intentional states. The belief  is always correctly related to the 
appearance; it is the appearance that may fail to adequately mirror the object. 
In other words, the breakdown will be on the causal side of  the relation. The ball 
may be white, and look red. But if  the ball looks red, then the agent will necessar-
ily form the belief  that it is red. Thus positing appearances seems to allow us to 
insulate the normativity of  belief  from the unreliability of  our perceptions.82

One can see a similar pattern of  thinking in recent work on intention. In ordi-
nary cases, practical reasoning leads directly to action. In some cases, however, 
the agent fails to carry out plans that have been adopted. This suggests a gap 
between our intentional states and our actions. So we posit a hybrid psycho-
logical state—an intention—interposed between the reasons and the world. 
Practical reason generates an intention, necessarily and infallibly, through an 
inferential mechanism. The intention then causes the agent to take action in 
the world. Weakness of  the will arises through a breakdown on the causal side 
of  this relation, between the intention and the action. Thus positing intentions 
allows us to insulate the normativity of  decision from the unreliability of  our 
actions.

The fundamental question is whether the relationship between belief  and 
sense datum could be more fundamental than the relationship between beliefs 
and the world. Or as Sellars puts it, the question is whether “looks-red” could be 
conceptually prior to “is-red.”83 The comparable question in the case of  inten-
tion is whether intending to do x could be more fundamental than doing x. One 
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way of  testing our intuitions in this regard is to consider the possibility of  sys-
tematic failure. If  our beliefs are related to appearances, fi rst and foremost, then 
it is possible for our beliefs to be systematically false. In the same way, the “prior-
ity of  intention” view suggests that the agent could systematically intend to do 
various things, and yet never do any of  them. Sellars, on the other hand, argues 
that both views are incoherent. If  people were systematically mistaken in their 
use of  the term “red,” this would simply change the meaning of  the word “red.” 
For the same reason, “it is a necessary truth that people tend to do what they 
think they ought to do, for it is a necessary truth that people who occupy a lin-
guistic position which means I ought to do A now, tend to do A. If  they did not, the 
position they occupy could not mean I ought to do A now.”84

Instead of  getting into the full details of  Sellars’s critique, I would like to 
outline his alternative analysis (since this is, in my view, the more persuasive). 
Sellars’s basic argument is against any sort of  psychological realism about 
appearances and intentions, in favor of  a pragmatist analysis. Our powers of  
observation and reporting involve the cultivation of  certain responsive disposi-
tions with respect to the environment. It is these responsive dispositions that give 
us the basic set of  language entry moves. We say or think “there is a red ball” in 
reaction to red balls in the vicinity. However, the assertion that we make carries 
with it a whole series of  commitments. One of  these commitments is to our own 
reliability—this is what allows other people to use the assertion as a premise in 
their own chains of  reasoning. The experience of  error teaches us, however, that 
we are not always reliable. We may fi nd ourselves disposed to report a red object, 
and yet also aware that this disposition may be falsely triggered by the presence 
of  red lighting, and so forth. Thus we may sometimes want to report on our 
disposition, and yet not commit ourselves to the reliability of  the report. This is 
what “looks” talk does. In other words, the correct analysis of  “it looks to be the 
case that x” is “I judge that x, but don’t take my word for it.”

Consider now what happens on the language-exit side. Making a decision 
about what to do is not that different from making a decision about what to 
believe. In both cases, one takes up a certain commitment. The difference is that 
in the case of  action, the conclusion of  the process of  deliberation is an action, 
not an assertion. It is, in other words, a move that takes a person out of  the game 
of  giving and asking for reasons. Such a move also carries with it commitments. 
In the same way that saying “the ball is red” entitles others to expect that the ball 
is red, saying “I shall go to the store” entitles others to expect that one will go to 
the store, to infer that one will be there at a certain time, and so on. However, 
as in the case of  observation, there may be cases in which one does not want to 
commit oneself  to this inference. For example, if  one does not know what traf-
fi c will be like on the way to the store, one may want to caution people against 
assuming that one will be there. This is where intention-talk comes in. Saying “I 
intend to do x,” or “I will try to do x” is equivalent to announcing “I shall do x,”
then adding “but I may not succeed.” This is why intentions are such an impor-
tant component of  our talk about future plans. The more distant the anticipated 
actions are, the less certain we can be that we will be able to carry them out, and 
thus the less willing we should be to commit ourselves to the claim that they will 
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take place. We talk about the distant future in terms of  intentions for the same 
reason that we talk about the distant past in terms of  recollections (rather than 
events).

There is no question that in the cases of  both intention and observation, the 
agent has made a distinctive move in the game of  giving and asking for reasons, 
one that is different from simply acquiring a belief  or performing an action. Thus 
what I am proposing is not a reduction of  intention to desire, or the elimina-
tion of  the term “intention” from our vocabulary. The point is simply to suggest 
that there is no distinct psychological state corresponding to an appearance or 
an intention, having some special causal connection to the world. The incor-
rigibility of  the relation between appearances and beliefs, or between practical 
deliberation and intentions, is not due to some special character of  these states. 
Appearances and intentions are special types of  deontic statuses in which the 
agent refrains from making one of  the commitments that is typical of  everyday 
language-entry and -exit moves. It is the absence of  these commitments that 
makes them less corrigible than the “full-blown” versions. The idea that they 
might afford any special purchase on the problems of  Cartesian skepticism, or 
the problem of  weakness of  the will, is a grammatical illusion generated by the 
expressive vocabulary that we have introduced in order to articulate these deon-
tic statuses.

Thinking of  an intention as a kind of  deontic status, and not as a special sort 
of  intentional state, helps to clear up a lot of  the confusion surrounding the con-
cept. For example, it helps us to see what is going on in Gregory Kavka’s toxin 
puzzle. Kavka invites us to consider the following proposal:

You have just been approached by an eccentric billionaire who has offered 
you the following deal. He places before you a vial of  toxin that, if  you drink 
it, will make you painfully ill for a day, but will not threaten your life or 
have any lasting effects. . . . The billionaire will pay you one million dollars 
tomorrow morning if, at midnight tonight, you intend to drink the toxin 
tomorrow afternoon. He emphasizes that you need not drink the toxin to 
receive the money; in fact, the money will be in your bank account hours 
before the time for drinking it arrives, if  you succeed. . . . The presence or 
absence of  the intention is to be determined by the latest ‘mind-reading’ 
brain scanner and computing device designed by the great Doctor X.85

Many people’s reaction to this puzzle is governed by the intuition that it would 
be irrational to drink the toxin (given that the money is already in the bank at 
the time that one is called on to drink it), and therefore that one cannot form 
the intention to drink it. However, according to the “realist” view of  intention, 
this is puzzling. According to the standard view, an agent chooses to perform 
an action on the grounds that it maximizes expected utility. The realist about 
intention claims that the agent does not literally decide to perform the action, she 
simply decides to form the intention. The intention then causes the action. But if  
this is the case, then it suggests that we decide to form intentions just in case it is 
utility-maximizing to do so. The toxin puzzle drives a wedge between the inten-
tion and the action, presenting a case in which it is utility-maximizing to form 
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the intention, but not utility-maximizing to perform the action. Yet we have the 
intuition that the agent cannot form the intention, even though it would be util-
ity-maximizing to do so. This seems puzzling.

The analysis of  intentions in terms of  deontic scorekeeping advanced here 
suggests that it is not psychologically impossible to form this intention, it is logi-
cally impossible. It doesn’t matter how hard the agent tries. It’s like accepting 
the validity of  an argument, then trying to believe the premises and not the 
conclusion. Furthermore, there is no fact of  the matter as to whether the agent 
has a particular intention or not (or certainly not the sort of  fact that could be 
determined through use of  a “brain scanner”). Who has what intention is deter-
mined by deontic scorekeeping—commitments and entitlements both ascribed 
and acknowledged. When an agent says “the ball is red,” we may ascribe “the 
ball looks red” to that agent. The latter is simply a doxastically weaker version of  
the former. The mistake is to imagine that because the latter generates a weaker 
commitment than the former, the belief  is somehow based on the appearance, 
not the object. Similarly, when an agent decides to do x, we can infer that she 
intends to do x. This does not mean that what she really decided to do was adopt 
the intention, and that the action follows from the intention.

What the toxin puzzle shows is that intentions are what Sellars calls, some-
what pejoratively, “mongrel” concepts. To assign such concepts psychological 
reality, and to give them a place in the theory of  action, is to confuse the explana-
tory and the justifi catory orders of  explanation. The fact that some theorists, 
such as Gauthier and Bratman, have thought that intentions might hold the 
promise of  providing the “source” of  normativity is precisely a symptom of  the 
“mongrel” character of  these concepts. There are circumstances in which it may 
be helpful to use the related set of  locutions in the explanation of  an action, but 
to include such concepts in the theory of  action as psychological posits is noth-
ing but a recipe for confusion.



It will come as no surprise to many people to discover that the homo economicus
model of  rational agency is in trouble. Standard rational choice theory main-
tains a rigid adherence to the two central postulates of  Hobbes’s instrumental-
ism, namely, that practical reasoning is consequentialist, and that preferences 
are noncognitive. As we have seen, the former claim is unmotivated, while the 
latter is indefensible. Thus when the model is applied to real subjects, they turn 
out to have a much greater capacity to engage in collective and coordinated 
action than rational choice theory predicts, not only because they are capable of  
respecting deontic constraints but also because they are able to engage in joint 
deliberation and revision of  preferences (both desires and norms). So despite the 
cries of  “economic imperialism” associated with the spread of  rational choice 
theory to other disciplines, the long-term effect has tended to be quite the oppo-
site. The attempt to wrangle with nontraditional subject matter (such as crime, 
or family structure) has provided a wealth of  examples revealing the limitations 
of  the economic model. Thus not only did many of  the imperialists “go native,” 
some even brought foreign customs back to the metropole.

But if  the homo economicus model is in trouble, it is still not clear what will emerge 
to take its place. Many economists have turned to experimental game theory for an 
answer to this question.1 Several classic experiments show quite clearly that agents 
do not approach social interactions myopically, and do not view the actions of  oth-
ers as simply variables affecting their chances of  attaining their preferred outcome. 
Their choices are governed by something like metapreferences that are linked to the 
structure of  the social interaction. According to standard rational choice theory, 
people should not care whether the player making the offers in an ultimatum game 
is another person or a random-number–generating computer. But clearly they do.

6

A Naturalistic Perspective
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These observations have not escaped the attention of  moral philosophers. 
The prisoner’s dilemma is often regarded as a clear-cut illustration of  the confl ict 
that can arise between self-interest and morality. In an interaction of  this type, 
two individuals are in a position where they can engage in mutually benefi cial 
cooperation, but where they can also exploit each other’s willingness to coop-
erate. If  they make an agreement to cooperate, they are normally taken to be 
under a moral obligation to respect that agreement, yet it is in their self-interest 
to defect. The homo economicus model suggests that defection is the only rational 
course of  action in prisoner’s dilemma situations. Moral philosophers, on the 
other hand, have long maintained that it is rational to cooperate. The problem is 
that moral philosophers have never been able to provide a convincing account 
of  why it is rational to cooperate.

Experimental game theory has shown that people often do act morally in 
these contexts, and so are able to secure the cooperative outcome. As an empiri-
cal observation, this is neither here nor there. What makes the results of  experi-
mental game theory important is that the careful design of  the experimental 
interaction has the potential to reveal interesting things about the structure of  
practical rationality. In other words, these experiments may offer us evidence as 
to why people are cooperating. Moral philosophers over the years have offered all 
sorts of  different explanations: that people feel sympathy for one another, that 
they are committed to a shared conception of  the good, that they are obeying 
principles, and so on. But most of  this has been based on ad hoc observation and 
personal intuition. Before considering the normative question of  whether and 
how such cooperative dispositions can be justifi ed, it may be helpful to adopt a 
strictly naturalistic perspective, in order to describe the existing set of  cooperative 
dispositions that human beings seem to all share, and consider how they might 
have come about.

6.1. The Mystery of Altruism

The most useful place to begin, I will argue, is from the standpoint of  evolution-
ary biology. The kind of  spontaneous cooperation that one fi nds among human 
beings, which experimental game theorists have exhaustively detailed, is actually 
quite uncommon in nature. Human beings, along with colonial invertebrates 
and social insects, are what evolutionary biologists refer to as an ultrasocial spe-
cies.2 We sustain and reproduce life through unusually extensive and complex 
systems of  cooperation. In fact, human beings have recently begun to overtake 
ants, termites, and bees as the most social species on the planet (in terms of  the 
number of  individuals and the degree of  complexity of  our societies).3 This kind 
of  cooperation is uncommon. Far more typical of  natural patterns is the level 
of  sociality exhibited by our closest primate relatives, who tend to congregate in 
tribes of  no more than one hundred individuals, and who engage in very limited 
forms of  cooperative behavior.

Apart from being uncommon, there is also something mysterious about 
the specifi c form that ultrasociality takes on in human societies. In the case of  
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both colonial invertebrates and social insects, there is a very clear biological 
and genetic basis for the peculiarly high levels of  sociality they exhibit. With 
social insects (ants, termites, bees, wasps), for example, it is due to the reproduc-
tive pattern known as “haplodiploidy,” which increases the level of  relatedness 
among members of  the hive or colony. There seems to be nothing comparable in 
the reproductive biology of  humans that could serve as an explanation for our 
ultrasociality. With respect to reproduction, and in many other aspects, we are 
not all that different from apes. This creates what Peter Richerson and Robert 
Boyd refer to as “an evolutionary puzzle.”4

There are of  course all sorts of  candidates when it comes to explaining human 
ultrasociality, since there are many different things that are distinctive about our 
species. Humans have superior intelligence and planning abilities, make more 
extensive use of  tools, communicate through language, rely heavily on cultural 
transmission for social learning, and have a prolonged juvenile phase that per-
mits more extensive socialization. Furthermore, these characteristics are not 
unrelated to one another. In order to get a sense of  which ones can provide more 
or less plausible explanations for the bases of  ultrasociality, it is necessary to 
understand fi rst what sort of  constraints evolutionary theory imposes on such 
explanations.

We can begin by designating the term “altruism” to be used in a strictly 
naturalistic sense, to describe any behavior that benefi ts another organism, 
while being detrimental to the organism performing the behavior, where benefi t 
and detriment are defi ned in terms of  reproductive fi tness.5 (The relationship 
between human altruism, which is defi ned in terms of  fi tness, and human coop-
eration, which is defi ned in terms of  self-interest, will be discussed later. The two 
overlap, but do not coincide.) There are many examples of  altruistic behavior in 
the animal kingdom: a mother sacrifi ces herself  to lead a predator away from the 
nest, worker ants sacrifi ce themselves to feed the colony, vervet monkeys emit 
alarm calls to warn each other of  danger, and so on. It is worth noting as well 
that altruism can take both positive and negative forms. We normally think of  
altruism as involving “helping” behavior, but it can just as well take the form of  
refraining from engaging in damaging behavior, such as aggression, food compe-
tition, or infanticide.

It is only fairly recently that altruism has come to be seen as an evolution-
ary puzzle. In the early half  of  the twentieth century, there was a widespread 
tendency among evolutionary biologists to regard particular traits as adaptive 
merely because they were “good for the species,” even though it was widely 
understood that individual-level selection would tend to work against the devel-
opment of  such traits.6 For example, an individual (gopher, vervet monkey, etc.) 
who produced an alarm call on spotting a predator would also be likely to attract 
the attention of  this predator, thus reducing his own fi tness relative to others.7

Nevertheless, it was felt that because groups that contained individuals exhibit-
ing altruistic traits would do so much better than groups that lacked such indi-
viduals, natural selection would still tend to favor the development of  altruism. 
This conviction rested in part on an unwillingness to countenance the possibil-
ity of  massive suboptimality in the outcome of  evolutionary systems.
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These assurances were disrupted in 1966 by George Williams, who argued 
that group-level selection effects would almost always be weaker than those 
occurring at the individual level.8 While groups that contained altruists might 
do better than groups that lacked them, a disproportionate share of  these ben-
efi ts would fl ow not to the altruists within the group, but to the nonaltruists. 
Thus what group-level selection tends to favor is not “being an altruist,” but 
rather “being in the close company of  an altruist.” This has the structure of  an 
evolutionary prisoner’s dilemma, leading individually advantageous traits to be 
systematically favored, even when they are extremely damaging to the species 
as a whole. Thus altruism must be regarded as very much the exception, not the 
baseline.

Naturally, if  silent monkeys are able to free ride successfully off  the efforts 
of  the alarm call monkeys, then they will gradually replace them, so that the 
population will eventually consist entirely of  silent monkeys. This reduces the 
mean fi tness of  the species, but such reductions in fi tness happen all the time in 
a natural context. The peacock’s tail is an especially obvious example, but the 
phenomenon is ubiquitous. Short trees are, in general, more robust than tall 
trees. The energy expended pumping nutrients and water all the way up to the 
leaves reduces absolute fi tness (not to mention making the tree more vulnerable 
to wind, lightning, and so on). The problem is that trees also compete against 
one another for sunlight. Being slightly taller than its neighbors improves the 
relative fi tness of  a tree, compared to its neighbors. Thus trees get locked into an 
evolutionary race to the bottom. Average height will tend to increase, until such 
time as the gain in relative fi tness associated with increased height is outweighed 
by the loss of  absolute fi tness. The result is an evolutionary equilibrium that is 
suboptimal, from the standpoint of  the species as a whole (e.g., in the competi-
tion against other species).

Sex ratios provide another very clear-cut example of  a suboptimal equilibrium 
induced by evolutionary free riding.9 From the standpoint of  fecundity, what 
matters is the size of  the female cohort. Eggs are costly, whereas sperm is cheap 
(by defi nition, as a matter of  fact). So when it comes to reproductive fi tness, the 
sex ratio that is best, from the standpoint of  the species, might be 99:1 female to 
male. By contrast, a 1:1 ratio is extremely wasteful, from the standpoint of  the 
species. It generates a huge population of  “surplus” males, most of  whom are 
not needed—and in many species, most of  whom are not even used—for the 
reproduction of  the species. At the same time, these males consume resources 
that would otherwise be available for members of  the population involved in 
reproduction. Thus the 1:1 sex ratio is suboptimal, in the sense that it produces 
a much lower level of  average fi tness for members of  the species than a ratio 
more skewed toward females. How could this be?

The answer lies in the fact that natural selection does not promote average 
fi tness; it only promotes individual fi tness. A 99:1 sex ratio is not evolutionarily 
stable. While it does promote a high degree of  average fi tness, it is also suscep-
tible to deviation. The fi rst male born with a tendency to produce two sperm 
containing Y chromosomes, rather than just one, out of  every one hundred 
essentially doubles the number of  grandchildren he can expect to have (and thus 
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the number of  offspring to possess this trait). Yet this is a race to the bottom. As 
more individuals acquire this trait, fecundity drops, and average fi tness declines. 
Thus these individuals generate more male offspring, but at the same time, con-
fer on each one a diminished probability of  successfully reproducing. This con-
tinues until the number of  males being born outnumbers females, in which case 
producing more female offspring becomes individually advantageous. So things 
settle out at around 1:1.

The example of  sex ratio is useful, because it is massively suboptimal, yet 
ubiquitous. This shows, in turn, the power of  the evolutionary forces that are 
lined up against the development of  altruistic traits. Furthermore, it shows that 
human beings are not exempt from these general strictures at any deep biologi-
cal level. If  we were, there would be a lot more women around. Thus altruism 
needs to be understood as an exception, one that emerges against a background 
that systematically favors genetically selfi sh or “antisocial” behavior.

The problems that altruists encounter are not, of  course, insurmountable, 
as witnessed by the number of  clear instances of  altruistic behavior patterns in 
many different animal species. Yet altruists are defi nitely swimming against the 
current, since the default tendency of  natural selection within a sexually repro-
ducing species will be to eliminate it. So in cases where altruism does persist, it 
requires some very specifi c mechanism to sustain it. One can sense the severity 
of  the free-rider problem by looking at the ubiquity of  parasites and “Batesian” 
mimics in nature. Cuckoos and cowbirds are “brood parasites” who free ride off  
the parental investment of  other bird species by laying eggs in their nests. Viceroy 
butterfl ies copy the poisonous monarch butterfl y by imitating the appearance 
of  their wings (which in turn reduces the value of  that pattern as a deterrent 
to predators). The list could easily be extended. Thus the concern that altruism 
will be undermined by free riders is not merely an abstract possibility; there are 
many examples of  organisms whose entire survival strategy involves free riding 
off  others. There is, unfortunately, still a tendency among philosophers to think 
that humans might have some specifi c adaptation, such as a “moral sense,” or 
a “moral reasoning module,” precisely because its presence promotes coopera-
tion. This is a fallacious inference, one that arises from a failure to appreciate the 
magnitude of  the free-rider problems that arise in evolutionary systems.

6.2. Inclusive Fitness

As a point of  reference, is it helpful to begin by considering the two most uncon-
troversial mechanisms known to produce and sustain altruistic behavior in the 
animal kingdom. Many theorists have thought that they are adequate to explain 
human altruism as well, but as we shall see, they fall well short of  the mark. 
The fi rst and most well-known mechanism is what W. D. Hamilton referred to 
as “inclusive fi tness,” or “kin selection.”10 It is, perhaps ironically, a fairly direct 
consequence of  so-called selfi sh gene theory.11 Not only do the “interests” of  the 
individual not always align with the “interests” of  the group, but the “interests” 
of  the gene do not always align with the “interests” of  the individual.12 Every 
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gene reproduces in an environment that contains multiple copies of  the same 
gene, housed in other individuals. Genes are fundamentally indifferent between 
reproducing themselves and reproducing the copies of  themselves found in oth-
ers. Thus a trait that reduces the fi tness of  one individual but provides a greater 
increase in fi tness for some other individual who possesses that trait (or provides 
a lesser increase to a greater number of  such individuals) will be favored by nat-
ural selection. In other words, selfi sh genes do not always benefi t from selfi sh 
behavior on the part of  the organism. (If  our bodies are, as Richard Dawkins put 
it, “lumbering robots” constructed to advance the interests of  our genes, the fact 
is that our genes can sometimes benefi t themselves by programing the robot to 
sacrifi ce itself.)13 Selfi sh genes can therefore generate altruistic behavior at the 
level of  the organism.

The clearest example of  this is parental investment in offspring. Imagine a 
species of  bird that has no tendency to feed or care for its young, but simply lays 
the eggs and leaves. If  a mutation occurs that makes the parent more inclined to 
stick around and feed its young, this mutation should spread quite rapidly in the 
population. Even though the presence of  this gene will decrease the fi tness of  the 
parent (by increasing its energy expenditure while decreasing its food intake), 
there is a 50 percent chance that each of  the offspring has that gene, and since 
each will have its fi tness dramatically improved through the parent’s efforts, the 
gene will prosper. In a sense, the gene sacrifi ces the copy of  itself  found in the 
parent, in order to promote the multiple copies of  itself  that are found in the off-
spring. When the notion of  “individual fi tness” is expanded in order to take these 
indirect effects into account, it yields the notion of  “inclusive fi tness.”

In this respect, Dawkins’s book The Selfi sh Gene is rife with rhetorically mis-
leading passages. The title is often misread as implying that there is a “gene for 
selfi shness.” What it really means is that natural selection promotes selfi shness 
only at the level of  the gene, not at the level of  the individual (or only indirectly 
at the level of  the individual). The fact that the “interests” of  a gene will typically 
be promoted by the individual pursuing his own interests is merely an empirical 
generalization, not a claim about the inner dynamic of  evolutionary systems. 
Dawkins does state this in various ways, yet it still takes considerable mental 
effort to read sentences such as the following without misunderstanding: “Like 
successful Chicago gangsters, our genes have survived, in some cases for mil-
lions of  years, in a highly competitive world. This entitles us to expect certain 
qualities in our genes. I shall argue that a predominant quality to be expected 
in a successful gene is ruthless selfi shness. This gene selfi shness will usually give 
rise to selfi shness in individual behavior.”14 The hard part is to remember that 
the tenderness and compassion with which mothers to care for their young 
counts as an example of  “ruthless selfi shness” at the level of  the gene (where the 
mother is essentially cast aside as a used husk, in order to promote the fi tness of  
her parasitic brood). Thus the way Dawkins uses the word “selfi sh” bears only a 
tenuous connection to the ordinary English sense of  the term.

Inclusive fi tness can also explain why siblings and relatives in various spe-
cies often help one another. While the chances that one shares a particular gene 
with one’s child is 50 percent, the chances of  sharing it with one’s brother or 



172 Following the Rules

sister is also 50 percent, and thus the chances of  sharing it with one’s nephew 
or niece is 25 percent. Because of  this, saving four of  one’s brother’s children is 
equivalent, from an inclusive fi tness point of  view, to saving two of  one’s own, 
which is equivalent to saving oneself. Of  course, the sort of  altruism that can 
be sustained in this way is limited. In general, the benefi t at the receiving end 
of  the altruistic act must be at least twice as great, in terms of  fi tness, as the 
cost to the individual performing it. Furthermore, if  individuals have no way 
of  discriminating between kin and nonkin, the pattern may not be sustainable. 
(Thus magpies, in order to defend themselves against the great spotted cuckoo, 
will destroy any egg that they do not recognize as their own. Since their ability to 
distinguish one from the other is limited, this requirement results in a reduction 
in fi tness—but less so than being suckered by the cuckoo.)15

Thus kin selection is, in general, not suffi cient to promote ultrasociality. Kin 
selection may occasionally produce “open-ended” dispositions that result in 
advantages being conferred on those outside the immediate family circle, but 
there are very powerful evolutionary forces working to either eliminate or cir-
cumscribe such dispositions. Chimpanzees, for instance, engage in a variety of  
altruistic acts toward kin, but are for the most part “indifferent to the welfare of  
unrelated group members,”16 and thus engage in very limited cooperation. In 
species that behave differently, it is usually because their reproductive biology 
increases the size of  the family circle, or the coeffi cient of  relatedness.

Sexual reproduction, from this perspective, represents the primary obstacle 
to the development of  altruism—because it reduces the probability of  a par-
ticular gene being shared between the most closely related individuals to only 
50 percent. A society of  clones would be one in which natural selection favored 
unlimited altruism, and unlimited individual sacrifi ce for others. For confi rma-
tion, one need only look at the level of  cooperation exhibited among cells in a 
body (since a multicellular organism is essentially a society of  clones). Every 
somatic (or nongermline) cell in a body is essentially sacrifi cing itself  for the sake 
of  the gametes. If  one looks at the division of  labor within the body, for example, 
between liver cells and neurons, and compares it to the level of  differentiation at 
the social level within a typical mammalian species, it provides some indication 
of  the formidable obstacles that sexual reproduction creates for the evolution 
of  altruism. From this perspective, what inclusive fi tness represents is simply a 
partial attenuation of  these obstacles.

In the case of  humans, who have an unremarkable reproductive biology, kin 
selection cannot possibly explain the extent of  social cooperation. That being 
said, it should still be noted that the effects of  kin selection can still be seen quite 
clearly in human social behavior. One need only observe how people behave in 
the presence of  infants. In many different animal species, there is a set of  dis-
tinguishing “neotenous” or juvenile characteristics. This includes fur of  a dif-
ferent color, distinctively proportioned facial and body features (e.g., large eyes, 
small nose, large head-to-body size ratio), and “a staggering ‘infantile’ gait.”17

In colloquial terms, infants “look cute.” These characteristics in turn bring out 
distinctive responses in adults, including caring behavior and protection, a sus-
pension of  aggressive behavior, and much greater tolerance of  impropriety in 
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social interaction (e.g., violations of  personal space, or the dominance hierar-
chy).18 Among humans, not only are most of  the characteristics that are consid-
ered “cute” culturally universal, but so are many of  the behaviors they provoke, 
such as “baby talk,” which most adults produce spontaneously in the presence 
of  infants, and has similar intonation patterns around the world.19 Thus it is 
widely believed to be an altruistic adaptation, designed to make language more 
learnable—or at least verbal communication more intelligible—for the young.

Examples such as these suggest that the way adults identify neoteny, and are 
disposed to respond to such characteristics, is a product of  an evolutionarily 
adapted set of  cognitive mechanism selected for reasons of  inclusive fi tness. 
The “cute” reaction is, of  course, quite general, evoked not only by most human 
infants, but by the infants of  many other mammalian species. Thus there may 
be some question as to how such a nondiscriminating mechanism could evolve 
through the kin mechanism. There are several possible responses: fi rst, the extent 
to which it is shared with other species suggests that it is extremely archaic, and 
thus predates the development of  more sophisticated discriminatory abilities; 
second, individuals are more likely to be in the company of  their own infants, 
and so the latter are most likely to be the ones who benefi t from a more gen-
eral disposition (in the same way that anyone can hear an alarm call, and yet in 
many species these calls are thought to have evolved through kin selection);20

fi nally, there is evidence that parents are inclined to regard their own children 
as more attractive than those of  others, and that the identifi cation of  “family 
resemblance” is an important aspect of  parental bonding.21 This suggests that 
there may be some element of  kin discrimination built into the mechanism.

One does not need to be a sociobiologist to acknowledge that humans are 
still powerfully affected by altruistic impulses whose probable origin lies in kin 
selection (in the same way that there are no sociobiological commitments asso-
ciated with the claim that human behavior is strongly infl uenced by the impulse 
to reproduce). Indeed, there is good reason to think that the sort of  spontane-
ous sympathy people feel when they see others in distress is a product of  kin 
selection. First and foremost, there is the fact that it is a largely involuntary and 
unconscious response, usually narrowly limited in scope, and mediated through 
a mechanism of  identifi cation such as visual similarity.22 Second, a basis in kin 
selection suggests that it may rely on very archaic psychological structures, 
which would explain why even very young children exhibit spontaneous empa-
thy or caring behavior, prior to the development of  more advanced cognitive 
skills such as instrumental reasoning or role-taking.23 Finally, it would explain 
why there are (small, but statistically signifi cant) sex differences in the nature 
and intensity of  these reactions—given that the optimal level of  parental invest-
ment is unlikely to be the same for males and females.24

There is a reason, however, that all of  this occurs at the level of  the adaptive 
unconscious. The moment that organisms acquire the sophistication required 
to learn new forms of  behavior, they have an incentive to “unlearn” all of  the 
behavior patterns that benefi t their “selfi sh genes” at the expense of  their own 
organism. For example, chimpanzees emit a specifi c call when they discover a 
food source. This behavior is altruistic, since it often results in the individual 
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who made the discovery being denied access to the food by others further up the 
dominance hierarchy. Chimpanzees are smart enough to realize this, but they 
lack the cortical brain structures required to exercise direct control over these 
vocalizations. Thus Jane Goodall observed one chimpanzee, who had recently 
come across a cache of  bananas at the Gombe reserve, emitting the standard 
vocalization associated with food discovery, while at the same time putting his 
hand over his mouth in an effort to muffl e his own cry.25 We can see here the 
earliest stage of  what Keith Stanovich calls “the robot’s rebellion” against the 
selfi sh gene.26

Thus one might expect that kin selection would explain many of  the primi-
tive altruistic responses exhibited by children, along with a certain range of  
behavioral dispositions among adults. But it is highly unlikely that kin selection 
operates directly to produce stable patterns of  cooperation once more sophisti-
cated cognitive resources have been developed. This is because cognitive refl ec-
tion and calculation seem just as likely to “veto” altruistic behavior of  this type 
as to promote it. Thus the infl uence of  kin selection is likely to be found only 
in unconscious or spontaneous responses (such as the way people react to a 
puppy), through preference formation (via such mechanisms as empathic iden-
tifi cation), or through very indirect biases (such as the elevated risk of  abuse 
posed by stepparents to their partner’s offspring).

6.3. Reciprocal Altruism

The second primary mechanism known to promote altruistic behavior is referred 
to, following Robert Trivers, as reciprocal altruism.27 This form of  altruism has 
a “you scratch my back, I’ll scratch yours” structure. If  the altruist can some-
how provoke the benefi ciary of  his actions to return the gesture, or to produce 
some other sort of  benefi t, then the net effect will be an improvement in fi tness. 
Reciprocal altruism differs from inclusive fi tness in that with the latter, it is the 
copy of  the individual’s gene found in the benefi ciary that benefi ts, whereas 
with the former, it is the individual’s own copy that benefi ts, via the actions of  
the benefi ciary of  the initial act. The benefi ciary, however, need not possess the 
same gene. This is most obvious in the case of  altruistic interspecies symbioses 
(as with gobies, a species of  “cleaner fi sh” who remove ectoparasites from the 
gills of  grouper, while the grouper, in turn, refrain from eating them). When 
altruistic behavior benefi ts individuals belonging to another species, it is impos-
sible for the gene to be benefi ting some other copy of  itself. It must be that the 
benefi ts of  the behavior somehow redound to the individual who performed it 
(and thus that the copy of  the gene underlying the behavior improves its own 
chances of  reproducing).

Thus systems of  reciprocal altruism may be adaptive insofar as they enable 
individuals to cooperate in fi tness-enhancing ways. Yet this connection between 
altruism and cooperation has the potential to generate some confusion. After all, 
with inclusive fi tness, the individual genuinely sacrifi ces himself  in order to ben-
efi t another. With reciprocal altruism on the other hand the individual who per-
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forms the action ultimately benefi ts from it (making the strategy seem more like 
“clever selfi shness” than genuine altruism). What makes it count as altruistic is 
the availability of  a free-rider strategy that the individual forgoes. The grouper 
could wait until the gobie was fi nished removing ectoparasites, then eat it, yet 
refrains from doing so. Thus cooperation involves a failure to enhance one’s own 
fi tness at the expense of  another, which is what makes it altruistic.

Reciprocity is the form of  altruism underlying the well-known “tit-for-tat” 
strategy in evolutionary game theory.28 Tit-for-tat, as we have seen, essentially 
instructs a player confronting a repeated prisoner’s dilemma game with a sin-
gle opponent to act cooperatively on the fi rst round, and in each subsequent 
round to do whatever the opponent did in the previous round (cooperate if  the 
other cooperated, defect if  the other defected). Thus two tit-for-tat players who 
encounter one another will be able to sustain cooperation, which in turn will 
confer signifi cant benefi ts. Free riders, on the other hand, will get the “one shot” 
benefi t of  defection, but will have to pay for it by having others defect on them 
in future rounds. Thus they get limited benefi ts from free riding, and are denied 
access to the fruits of  cooperation. Robert Axelrod found that not only was tit-
for-tat a more successful strategy than defection, it was also superior to other, 
more complex conditional strategies.

Is it widely believed that this sort of  conditional reciprocity underlies a range 
of  altruistic behaviors among animals, such as food sharing, mutual grooming, 
and some alarm calls.29 Nonhuman primates, for instance, spend signifi cant 
amounts of  time (up to 20 percent of  the day) and energy grooming themselves 
and others. Although much of  this occurs among kin, unrelated individuals also 
establish grooming relationships, which they often maintain over long periods 
of  time. Since primates are quite capable of  distinguishing kin from nonkin, it 
is widely thought that reciprocal altruism, and not kin selection, is responsible 
for this behavior. An individual may engage in “experimental” grooming of  an 
unrelated individual. Reciprocation of  the gesture increases the propensity to 
return to that individual and groom him or her again.

It should be noted that an altruistic disposition based on reciprocity, in order 
to be sustainable, must include not only a disposition to assist those who have 
assisted one in the past, but also a disposition not to assist those who have failed 
to assist one in the past. Altruists must not only want to be associated with other 
altruists, they must want to dissociate from selfi sh agents. There must, in other 
words, be some correlation of  strategies in the way that interactions occur, so that 
altruists are more likely to interact with other altruists, and selfi sh agents more 
likely to interact with other selfi sh agents.30 An unconditional altruistic strategy 
is not evolutionarily robust, even if  there is some mechanism that increases the 
chances that it will be reciprocated, because the presence of  such unconditional 
cooperators in the population enhances the fi tness of  the free riders more than 
it does the other altruists. Unless there is some mechanism that deprives the free 
riders of  these benefi ts, they will steadily increase their share of  the population 
at the expense of  altruists. (This is the primary reason that group selection pro-
motes altruism only in cases where some of  the groups contain only altruists. If  
all the groups are mixed, then the free riders always do best.)31
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Incidentally, there is no reason that reciprocal altruism needs to involve the 
same individuals interacting with one another over time. Since correlation of  
strategies is all that is required, one can still sustain altruism in a repeated game 
in which partners are “reshuffl ed” at the end of  each round, so long as the tit-
for-tat players “do whatever the opponent did in the previous round,” regardless
of  whom that opponent was playing against. If  adequate information is commu-
nicated at the end of  each round about what each player has chosen, then indi-
viduals can develop “reputations” for being cooperators, and thus elicit greater 
cooperation from others. This was generally taken to be obvious by rationality-
based game theorists, but was received as something of  a discovery by evolu-
tionary theorists.32 The latter, following Richard Alexander, gave it the special 
name of  “indirect reciprocity.”33 It is important to keep in mind, however, that 
indirect reciprocity does not involve any fundamental change in the mechanism 
that sustains cooperation; it basically just changes the assumptions made about 
information transmission in the game.

It is sometimes felt that reciprocal altruism is not true altruism, because the 
behavior in question ultimately increases the individual’s own fi tness, and thus 
is really just selfi shness, understood more broadly, or over a longer time-horizon. 
This confl ation of  reciprocal altruism with selfi shness is based on a confusion. 
Naturally, the organism that is performing the altruistic action will, in general 
and over the long run, derive some benefi t from so doing (if  it didn’t, then selec-
tion would necessarily eliminate any propensity to behave in this way). The key 
point is that when the organism engages in altruistic behavior of  this type, the 
behavior itself does not benefi t the individual. The behavior itself  reduces fi tness. 
It only proves benefi cial if  and when it is reciprocated by someone else. One can 
see this in two aspects of  the tit-for-tat strategy. First, tit-for-tat always starts out 
with playing “nice,” by cooperating unconditionally in the fi rst round. Because 
of  this, the strategy is vulnerable to exploitation by free riders, who may move 
from player to player, taking advantage of  this initial willingness to cooperate. In 
order to be evolutionarily stable, tit-for-tat agents must therefore be engaged in 
repeated interactions with the same individual, so that the benefi ts of  sustained 
cooperation begin to outweigh the potential gains from multiple one-shot defec-
tions. Second, tit-for-tat agents play “blindly”—they do not consider what the 
other person will do in future rounds; they simply imitate whatever they saw 
in the previous round. This means that they will continue to cooperate right 
through to the fi nal round of  a repeated interaction, even though they could 
benefi t by defecting at this last stage.

This “blindness” is not an accidental feature of  the tit-for-tat strategy. In a 
rationality-based repeated prisoner’s dilemma game, where agents act on the 
basis of  their beliefs about their opponents’ future play, cooperation among tit-
for-tat players is not a subgame-perfect equilibrium (because the punishment of  
defectors is not credible). Thus while reciprocal altruism does require a higher 
level of  cognitive sophistication and behavioral fl exibility than kin selection 
altruism, insofar as the altruist must be able to recognize free riders and discon-
tinue interactions with them, too much cognitive sophistication may in the end 
undermine the altruistic impulse. Individuals who acquire the ability to distin-
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guish between one-shot and repeated interactions, or who learn to identify the 
fi nal round of  an interaction, will begin to defect. Furthermore, if  they learn 
the lesson “once burned, twice shy,” they may discontinue the initial altruistic 
move required to get systems of  reciprocity off  the ground. Thus we should not 
assume that an improved ability to calculate self-interest, or to adopt a longer 
planning horizon, should necessarily increase the prevailing levels of  reciprocal 
altruism (any more than it should be thought to enhance kin selection). The 
type of  behavioral dispositions that arise out of  structures of  reciprocal altruism 
can easily confl ict with an individual’s calculated self-interest. Nor should we 
generalize from evolutionary game theory models, in which agents are modeled 
as being blind to the anticipated moves of  their interaction partners, to human 
agents, who suffer from no such handicaps.34

This kind of  generalization is, unfortunately, extremely common in the lit-
erature. Trivers, for example, in his original article, used grooming symbioses, 
alarm calls among birds, and “the psychological system underlying human 
altruism” as his three primary examples of  reciprocal altruism. Philip Kitcher 
does something very similar in “The Evolution of  Human Altruism”35 (which he 
later acknowledged to be an “oversimplifi cation”).36 And Brian Skyrms, in The 
Evolution of  the Social Contract, uses the fact that asking for a 50-50 split is one of  
the evolutionary stable strategies of  a cutting-the-cake problem as grounds for 
speculating about the origins of  the concept of  fairness and justice. In so doing, 
he takes strategies that are equilibria of  evolutionary games, yet clearly not equi-
libria of  comparable rationality-based games, and presents them as explanations 
of  the origins of  particular patterns of  human social behavior.37 This is invalid, 
because the success of  the strategy in an evolutionary context often depends on 
the fact that players have no foresight regarding future interactions.

Of  course, all of  these writers recognize that the case of  human social interac-
tion is complicated by a number of  different factors, not the least of  which is the 
plasticity of  our behavioral dispositions. Yet they all assume that these other fac-
tors will extend the scope of  reciprocal altruism, rather than limiting it. This leads 
them quite naturally to assume that reciprocal altruism can serve as an explana-
tion for the existence of  ultrasociality among humans. This is deeply implausible. 
In this context, it is perhaps worth observing that most of  the capacities required 
to sustain reciprocal altruism are present not just among humans but also among 
our closest primate relatives. Yet chimpanzees, bonobos, baboons, and gorillas 
are able to sustain only very limited forms of  cooperation using these resources. 
Indeed, the primary function of  reciprocal altruism in our closest primate rela-
tives seems to be merely to support the formation of  friendships, coalitions and 
alliances.38 As Richerson, Boyd, and Joseph Henrich observe:

If  a mechanism like indirect reciprocity works, why have not many social 
species used it to extend their range of  cooperation? If  fi nding self-reinforcing 
solutions to coordination games is mostly what human societies are about, 
why do not other animals have massive coordination-based social systems? 
If  reputations for pairwise cooperators are easy to observe and signal (but 
unexploitable by deceptive defectors), why have we found no other complex 
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animal societies based on this principle? By contrast, we do fi nd plenty of  
complex animal societies built on the principle of  inclusive fi tness.39

Reciprocal altruism seems to be adequate as a mechanism for sustaining net-
works of  dyadic relations, but it seems completely unsuitable as a basis for sus-
taining altruism in groups. The reason for this is not diffi cult to fi nd. Cooperative 
activities that involve many individuals are problematic, because as the group 
becomes larger, the probability that at least one person will defect, even due to 
error, becomes extremely high. Since the only punishment mechanism is with-
drawal of  cooperation, in large groups these systems of  cooperation simply fall 
apart almost as soon as they are initiated.40 This is why chimpanzees, despite 
being very good at reciprocity, are very bad at cooperation.

Thus reciprocal altruism provides very little purchase on the puzzle of  human 
cooperation. The central characteristic of  human sociality is not our capacity to 
develop cooperative relationships over time, but rather our peculiar tendency to 
cooperate in “one-shot” anonymous interactions, in which we know that there 
is no potential for future cooperation.41 Thus the more probable hypothesis is 
that reciprocal altruism, like inclusive fi tness, is responsible for various “archaic” 
aspects of  sociality among humans. (It explains why “chimpanzee politics” 
resemble human politics, but fails to explain how humans sustain large-scale 
societies despite these factional tendencies.)42 In particular, it may explain the 
seemingly universal human propensity to categorize individuals that we meet 
into “friend” and “foe” (or those whom we “like” and “dislike”), along with the 
“in-group” biases that people routinely exhibit in cooperative tasks.43

Among chimpanzees, bonobos, and some baboon species, an “animal’s 
chances of  securing food, receiving care and protection, exercising mate choice, 
and other important determinants of  fi tness depend on which other members of  
the troop will come to their aid.”44 Furthermore, there is evidence that in some 
species, including chimpanzees, the existence of  one altruistic “relationship” 
increases the likelihood that others will be established, and even that some forms 
of  altruistic service will be exchanged against others.45 This explains the asym-
metries that sometimes exist in the exchange of  grooming services. For exam-
ple, chimpanzees are more likely to share food with those who have groomed 
them in the past. Experimental studies have also suggested that in agonistic 
interactions, vervets and macaques are more likely to intervene in support of  
individuals who have groomed them in the past.46 In other words, the type of  
relationships developed through reciprocal altruism bear a close resemblance to 
what we call “friendship.” In this context, it is important to remain clear on the 
distinction between conditional cooperation as a rational strategy and the type 
of  dispositions produced by evolution. The latter may generate genuine, uncon-
ditional altruism. The function of  reciprocity is simply to shield this disposition 
from being eliminated by the forces of  natural selection. Thus the development 
of  feelings of  friendship toward those who have helped us in the past may create 
on our part a genuine disposition to act altruistically toward them (based per-
haps on a “warm” feeling we have when thinking of  them), even if  at the inten-
tional level we come to anticipate that this action will go unreciprocated. Indeed, 
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some have observed that when individuals explicitly keep track of  the “favors” 
others have done for them, it tends to undermine the emergence of  friendly feel-
ings.47 This does not imply, however, that friendship is not a product of  reciprocal 
altruism. What it suggests is that the emergence of  friendship relations occurs 
at the level of  the adaptive unconscious, not the intentional planning system. As 
Frans de Waal writes:

Whether what is involved is the returning of  a favor or the seeking of  
revenge, the principle remains one of  exchange; and, most importantly, 
this principle requires that social interactions be remembered. Much of  the 
time the process may take place in the subconscious, but we all know from 
experience that things come bubbling up to the surface when the differ-
ence between costs and benefi ts becomes too great. It is then that we voice 
our feelings. By and large, however, reciprocity is something that takes 
place silently.48

Thus reciprocal altruism seems well suited to explain (in some broad sense) 
the universal human propensity to form a small number of  sustained friend-
ships. Yet it falls far short of  what would be required to explain large-scale coop-
eration. Since reciprocity sustains primarily relationships, and not large-scale 
cooperative projects, many of  the inclinations that can be persuasively traced 
back to such a mechanism are extremely parochial, and serve to limit the extent 
of  cooperation. Most obviously, the “in-group” bias is a tendency that individu-
als engaged in large-scale cooperative projects must constantly guard against. 
Thus, far from explaining human ultrasociality, the existence of  these instincts 
in many ways just deepens the mystery of  what separates us from our nearest 
primate relatives.

6.4. Implausible Hypotheses

The effects of  kin selection and reciprocal altruism can be seen quite clearly 
in human social interaction, and both mechanisms have obvious explanatory 
power when it comes to certain circumstances. They can help us to understand 
why people are naturally disposed to care about their families and friends. But 
neither is able to explain why humans are able to sustain large-scale societies, or 
why we are so much more cooperative than other primates. After all, chimpan-
zees exhibit altruism toward kin, and are extremely intelligent when it comes 
to managing relationships based on reciprocal altruism. The fact that they are 
unable to maintain “societies” of  more than one hundred individuals there-
fore lends credence to the suggestion that human social organization must be 
achieved through some other mechanism. Evolutionary theorists, however, have 
been extremely reluctant to acknowledge this.49 Many still take great pleasure 
in emphasizing the continuity that exists between humans and other animals, 
insofar as it allows them to score rhetorical points against those whom they take 
to be the enemies of  science. As a result, they often end up downplaying the 
uniqueness of  human social organization.50
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A more balanced view would acknowledge that some other mechanism must 
be at work in human society, yet pay due respect to the fact that there is only a 
small distance, in evolutionary terms, between ourselves and our nearest pri-
mate relatives. A good theory, in other words, would recognize the fact that we 
are different, but keep in mind that we are not too different. Boyd and Richerson 
describe these competing considerations as follows:

Humans are, arguably, a new page in the natural history of  animal coop-
eration. Our reproductive biology is similar to the other social mammals. 
Among our close relatives, the apes and monkeys, genetic relatedness and 
reciprocal altruism support a diverse array of  small-scale societies, but no 
other spectacular ones. Humans have built extremely complex societies by 
some mechanism or mechanisms different from any other known highly 
social species. At the same time, there are remarkable parallels between 
human and ape social behavior and material culture, not to mention 
many convergences between humans and other social and tool-using spe-
cies. Consistent with classical comparative anatomy and modern molecu-
lar studies, human behavior is clearly recently derived from ape behavior. 
There is room for only relatively few modifi cations of  the behavior of  the 
last common ancestor of  chimpanzees and humans.51

Many theorists have failed to appreciate the qualitative difference in sociability 
that distinguishes us from our other primates. Thus they propose explanations 
for human ultrasociality that represent only slight extensions of  mechanisms 
that are known to function in other species. For example, Eliot Sober and David 
Sloan Wilson have argued that group selection, correctly understood, can be 
used to explain the psychological system underlying human altruism.52 Yet the 
problem with their hypothesis is that while the group selection mechanism is 
real, it is not especially robust. When populations are partitioned into groups, 
who must then interact with one another repeatedly before recombining, groups 
that contain altruistic agents may expand at a much greater rate than those that 
contain selfi sh agents. However, in order for the group selection effect to occur, 
there must be much lower levels of  variation within groups than between groups. 
Sober and Wilson build a set of  rather optimistic assumptions into their model, 
by assuming a bias in the formation of  groups, so that altruists will be more likely 
to be grouped together with other altruists.53 This blurs the distinction between 
correlation and group selection, leading them to overestimate the robustness of  
the group selection effect when it comes to promoting and sustaining altruism.

The most damning criticism of  the group selection effect, however, lies in 
its failure to explain how human social interactions are different from those of  
other species. In order for the effect to be present, the population must be split up 
into groups, who must then breed endogamously for several generations before 
recombination. Yet this pattern is far more common in nonhuman primates 
than in humans. Among humans, exogamy is a much more frequent pattern 
than endogamy, and as Boyd and Richerson point out, “wife capture” and rape is 
a common outcome of  tribal warfare among humans.54 All of  this is incompat-
ible with the hypothesis that genetic group selection underlies human altruism. 
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It simply doesn’t fi t with what we know about human reproductive behavior and 
tribal social organization.

It has also often been suggested that human sociality is simply a product of  
our superior intelligence.55 In many cases, such arguments are based on a fail-
ure to grasp the Hobbesian structure of  social interaction (i.e., to recognize that 
social organization requires a solution to free-rider problems, not merely coordi-
nation problems or assurance games). As a result, theorists ignore the fact that 
mere intelligence, in the form of  calculative and predictive ability (i.e., the capac-
ity to engage in instrumental reasoning), is just as likely to make us “nasty” as 
“nice.”56 It is not an accident that many forms of  altruistic behavior are based 
on involuntary responses. Goodall’s story of  the chimpanzee trying to muffl e his 
own vocalizations provides an excellent example. He was smart enough to real-
ize that his altruistic impulses did not coincide with his self-interest. Thus intel-
ligence, far from amplifying altruistic behavior, will often trump it. Similarly, tool 
use is just as likely to promote confl ict as cooperation. There are many docu-
mented cases of  chimpanzees using newly discovered tools to move up the domi-
nance hierarchy. The history of  armaments and warfare among humans gives 
no reason to think that we are much different in this regard.

Robin Dunbar has advanced a more subtle hypothesis, arguing that the size of  
the neocortex in primates limits the size or the cooperative group, by determin-
ing the number of  social relationships that the individual can keep track of.57

Complex social relations stimulate further increases in cognitive sophistication, 
which in turn permit more complex forms of  social organization. The problem 
with this hypothesis, as an account of  human ultrasociality, is that the amount 
of  processing required to manage social relationships increases exponentially 
as group size increases, since it is necessary to track not only the relationship 
between oneself  and each other person but also all of  the relationships between 
these others. Thus it is extremely doubtful that an increase in raw processing 
power could ever account for the extent of  human social cooperation. Increased 
social intelligence may explain why our capacity for informal management of  
social relations allows for the formation of  tribes of  up to about 150 individuals 
(larger than what one fi nds among chimpanzees), but it cannot explain the for-
mation of  large-scale societies—at least not as long as reciprocal altruism is the 
only mechanism posited to explain cooperation among unrelated individuals. It 
doesn’t matter how smart people become, reciprocal altruism does not provide 
the right sort of  tools for managing large-scale cooperation.

Finally, it has been suggested (by Robert Frank, among others)58 that humans 
may have developed a particular set of  emotional reactions that not only make 
us more likely to do our part in cooperative relations but also signal to others our 
willingness to do so. In effect, we humans “wear our hearts on our sleeves,” and 
so project a willingness to cooperate. The problem with this hypothesis is that it, 
too, underestimates the severity of  the free-rider problem. If  there is an advan-
tage to be had from experiencing and projecting such sentiments, there is an even 
greater advantage to be had from projecting such sentiments without truly expe-
riencing them, and then not following them up with altruistic behavior. Frank 
specifi es that these emotions must be hard to fake, but this is question-begging. 
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The fact—if  it is a fact—that they are hard to fake for us does not explain why we 
do not fi nd ourselves being exploited by a race of  mutants who fi nd them easy 
to fake. Thus the proposal tries to explain altruistic social behavior by positing 
a second, essentially altruistic disposition, one that is just as vulnerable to being 
undermined by free riders as the fi rst.

The more general problem with these hypotheses is that they posit merely 
quantitative extensions of  capacities and dispositions that we share with other 
primates. Thus they wind up being implausible, simply because the scale of  the 
posited changes in the individual do not account for the magnitude of  the effects 
that occur at the level of  human society. They either fail to explain the scope of  
prosocial behavior among humans or fail to explain the prevalence of  antisocial 
behavior among other primates. There is of  course the possibility of  a “tweak” 
that would change the qualitative character of  some mechanism in such a way 
as to permit the emergence of  large-scale cooperation. The example of  haplodip-
loidy among social insects provides the model here, since it represents a relatively 
small change at the level of  the individual organism that has had massive effects 
at the level of  social organization. The haplodiploidy tweak, however, amplifi es 
the effects of  kin altruism, something that is clearly not relevant in the case of  
human ultrasociality. Thus many theorists have set out looking for a comparable 
tweak that might amplify the effects of  reciprocal altruism. Of  course, there is 
still the possibility that some other mechanism exists, one that is not simply an 
extension of  reciprocal altruism. I will consider this in the next section. For the 
moment, I will focus on so-called strong reciprocity models, which claim that 
human ultrasociality is based on a strengthened form of  reciprocal altruism.

The strong reciprocity model takes as its point of  departure the unique role 
punishment plays in human social interactions. While nonhuman primates use 
aggressive and punitive behavior to impose their will, and to maintain the domi-
nance hierarchy, there is little or no evidence of  any connection between such 
punitive behavior and any of  the actions associated with systems of  reciprocal 
altruism. Chimpanzees, for example, may refrain from engaging in altruistic 
behavior that will benefi t those who have failed to reciprocate such behavior 
in the past, but they will not go out of  their way to punish that individual.59

Humans, on the other hand, will often incur costs in order to punish those who 
have failed to reciprocate altruistic gestures. Even more singular is the fact that 
among humans, noninvolved third parties will often intervene in order to pun-
ish those who act noncooperatively.

Samuel Bowles and Herbert Gintis have argued that this connection between 
punishment and reciprocity is the “tweak” that explains human ultrasociality.60

A strategy like tit-for-tat is based on weak reciprocity, since it relies entirely on 
the withdrawal of  cooperation as a punishment mechanism. Individuals “pun-
ish” those who fail to act cooperatively by defecting on them in the future, but 
they do not incur any costs in order to carry out this punishment; they sim-
ply revert to the noncooperative baseline. Humans, on the other hand, exhibit 
a much stronger reaction to defection. As Gintis puts it, the human individual 
“comes to new social situations with a propensity to cooperate, responds to pro-
social behavior on the part of  others by maintaining or increasing his level of  
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cooperation, and responds to selfi sh, free-riding behavior on the part of  others 
by retaliating against the offenders, even at a cost to himself, and even when he 
could not reasonably expect future personal gains from such retaliation.”61 It is 
this willingness to incur costs, in order to punish defectors, that distinguishes 
the strong reciprocity disposition.

Of  course, there is a sense in which a weak reciprocator who refuses to coop-
erate in a prisoner’s dilemma with someone who has proven unreliable is incur-
ring a cost. She is forgoing the benefi ts of  possible cooperation, in order to deny 
them to the other person. But there is also a sense in which refusing to cooperate 
in a prisoner’s dilemma is not really incurring a cost, it is just reverting to the 
baseline. It may be suboptimal, but it is nevertheless individually maximizing 
behavior. There are ways of  punishing people, by contrast, that involve concrete 
sacrifi ces on the part of  the person doing the punishing (recall fi gure 2.1, and 
the symmetry between promises and threats). Ignoring a person who is drown-
ing, instead of  risking death yourself  by hopping in to save him, is an example 
of  noncooperative behavior. Hopping in and pushing his head under water is an 
example of  genuinely punitive behavior.

The difference is quite signifi cant, though it is seldom clearly articulated. One 
way of  formulating the cooperative disposition would be to say that a weak reci-
procity disposition fi rst “clicks in” when the opportunity for mutually benefi cial 
cooperation presents itself  but “clicks out” when one encounters defection. Thus 
the individual simply reverts to selfi sh behavior in response to failures of  coop-
eration. A strong reciprocity disposition, on the other hand, is a disposition that 
“clicks in” when a cooperative situation is encountered, and continues to govern 
in cases of  both cooperation and defection, prescribing potentially fi tness-reduc-
ing action in both cases. Thus theorists refer to the type of  punishment meted 
out by strong reciprocators as “altruistic punishment.”

Altruistic punishment helps to explain a number of  peculiarities of  human 
behavior. The most signifi cant is the fact that individuals routinely cooperate in 
one-shot prisoner’s dilemmas, even though they understand clearly that there 
is no chance of  future benefi t through reciprocity. Considerable time and energy 
has been dedicated to the task of  showing that this is a maladaptation—a dis-
position that evolved in order to promote cooperation under conditions of  reci-
procity, being blindly applied by individuals who fail to adapt their behavior to 
the differing circumstances of  one-shot interactions. For example, the tit-for-tat 
rule recommends cooperation as an opening gambit in all interactions. Perhaps 
cooperation in one-shot games is just a mistaken application of  this rule? Yet 
this thesis has very little evidence to back it up. Apart from the fact that no other 
animal species seems vulnerable to such misapplications of  the reciprocal altru-
ism mechanism, there is also the fact that the prospects of  future cooperation 
exert a measurable, but quite distinct, infl uence on the propensity to cooperate 
among humans.62

Proponents of  the strong reciprocity model argue that people cooperate in 
one-shot prisoner’s dilemmas because they have a disposition to do so. They are 
not cooperating because they mistakenly fear punishment, but rather because 
of  an open-ended cooperative disposition. The role of  punishment in the model 
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is more indirect—the presence of  altruistic punishers in the population is what 
shelters the more open-ended cooperative disposition from the pressures of  nat-
ural selection, making it more attractive than free riding. (The fact that individu-
als who are exploited will seek out retribution against those who have exploited 
them means that, by and large, it will be better to cooperate than to defect, even 
when the chances of  future interaction are slim.) Of  course, this just pushes the 
evolutionary puzzle back one step. Given that this form of  punishment is altru-
istic—or at least in some cases not obviously fi tness enhancing—the question 
is how and why it might evolve. The most common suggestion has been that 
it developed precisely because it expands the scope of  possible cooperation. Of  
course, some additional mechanism will be required here, in order to avoid the 
“good for the species” fallacy. Thus Gintis and Bowles have presented a model 
that shows how group selection might have given rise to such a disposition.63

Prima facie, the strong reciprocity hypothesis has a lot to recommend it. It 
starts with two forms of  behavior—reciprocal altruism and retaliation—that 
are exhibited by all primates, and yet appear to be merged into one behavioral 
complex only among humans. Retaliating against defectors represents a rela-
tively minor “tweak” to the reciprocal altruism system, but it can have very 
powerful systemic effects. Most important, it makes cooperation possible in one-
shot interactions. This is equivalent to saying that it makes cooperation possi-
ble among strangers, which is in turn equivalent to saying that it extends the 
boundaries of  human sociality indefi nitely. Thus strong reciprocity, unlike most 
of  the other mechanisms that have been advanced in the literature, is at least a 
candidate for explaining human ultrasociality. It also has the potential to explain 
how large-scale cooperation develops, since it allows individuals to respond to 
defection not just by withdrawing from future cooperation, but by singling out 
the defectors for targeted punishment. Thus it can explain the use of  punish-
ments ranging from application of  force to isolation of  the offender to banish-
ment from the group.

The weakness of  the hypothesis lies not in the evolutionary models that have 
been developed to explain its origins, but in the descriptive adequacy of  the dis-
position itself. In their defi nition, Gintis and Bowles mention that strong recipro-
cators have “a propensity to cooperate and share.” They make special mention 
of  sharing because the model was developed not just to explain why so many 
experimental game theory subjects cooperate in public goods games but also to 
explain why so many refuse to accept lowball offers in ultimatum games. The 
problem, from a theoretical standpoint, is that the ultimatum game is not a col-
lective action problem—regardless of  how much is offered, acceptance of  the 
offer takes both players to a Pareto-optimal strategic equilibrium. Thus coop-
eration and altruism are not at issue, the question is simply whether the second 
player is going to be willfully obstructionist. And in cases where offers are being 
refused, the fi rst player is not being punished for free riding, but merely for act-
ing in a self-interested fashion. Gintis and Bowles fi nesse the issue by specifying 
that the strong reciprocity disposition is one that punishes those who engage in 
“selfi sh, free-riding behavior”—which in this case we must take to mean selfi sh 
or free-riding behavior, since the person who makes a lowball ultimatum offer is 
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not free riding. But if  we truly believe that the punishment disposition is one that 
is triggered whenever individuals pursue their self-interest in zero-sum interac-
tions, then it is more likely to provoke counterproductive feuding than it is har-
monious cooperation.

The most natural interpretation of  this situation is to say that in the case of  
the ultimatum game, what individuals are enforcing is a norm of  fairness, rather 
than a norm of  cooperation, and that the disposition to punish is in fact a dis-
position to punish those who violate social norms, regardless of  their content. 
Such an interpretation suggests that Gintis and Bowles are still too strongly 
infl uenced by reciprocal altruism models, and so formulate their favored choice 
disposition at too low a level of  abstraction. They commit an evolutionary ver-
sion of  the “error of  premature concreteness,” by suggesting that individuals 
are being punished for a failure to cooperate, rather than for failure to respect 
a social norm that prescribes cooperation in that context. As a result, when it 
comes to explaining the fact that the punishment is triggered in many other 
circumstances, they are forced to start adding disjuncts to their formulation 
of  the strong reciprocity disposition. Yet once this process begins, it is diffi cult 
to know when it will stop. For example, experimental evidence suggests that 
North Americans punish unfair offers in the ultimatum game because they 
interpret the interaction as a cutting-the-cake division problem, and thus 
identify “fairness” as the salient norm. The pattern changes completely once 
the suggestion is made that the fi rst player is somehow “entitled” to the full 
amount.64 When that happens, North American behavior becomes more simi-
lar to what is observed in New Guinea, where the interaction is interpreted from 
the outset as an instance of  gift giving. Furthermore, from an anthropological 
perspective, gift-giving relationships are often far more important than those 
organized through norms of  fairness. So should the strong reciprocity disposi-
tion be respecifi ed, in order to include a concern for “cooperation, or fairness, 
or gift-exchange?”65 What about respecting eating taboos? Greeting rituals? 
Funeral rites?

It seems clear in these cases that it is conformity to norms that is being 
enforced, not cooperation. In fact, there are many cases in which individuals 
do not appear to be terribly concerned about cooperation per se. There are an 
enormous number of  prisoner’s dilemmas in our society that are unresolved, 
which people feel no obligation whatsoever to eliminate. To take a very concrete 
example, many people waste tap water, because they pay a fl at tax for it, rather 
than paying through a metered account. Similarly, many North Americans 
waste an enormous amount of  time talking on the phone, because they do not 
have to pay for local calls by the minute. These are both collective action prob-
lems, since they result in everyone paying more for both water and local phone 
service. It was only through concerted public awareness by conservation groups 
that anyone began to think that personal water consumption should be reduced. 
And so far, no one has suggested that we should refrain from spending so much 
time talking on the phone. Certainly no one feels compelled to punish those who 
do—on the contrary, sanctioning someone who did would itself  be a sanction-
able offense.
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The difference shows up even more dramatically when a collective action 
problem is itself  normatively enforced. The basic structure of  a competition, for 
example, is a prisoner’s dilemma. The runners in the movie Chariots of  Fire rec-
ognized this.66 In an athletic competition, the person with the most natural abil-
ity generally wins. However, it is possible for people with less ability to improve 
their chances of  winning by training. So as soon as one person begins to train, 
then all of  the others must follow suit, just to retain position. But when they do 
so, everyone is back where they started—the person with the most natural abil-
ity will win. The difference is that they will all be spending a lot more time and 
energy achieving this result. Furthermore, this just gives the others an incentive 
to train even more, forcing everyone else to train more, and so forth. It is a classic 
race to the bottom.67

This is why the runners in Chariots of  Fire had developed an informal agree-
ment that they would not train. It was a strong reciprocity–style cooperative 
agreement. Everything was fi ne, until a “new kid” arrived, who refused to respect 
this pact. He adopted the free-rider strategy of  training. This failure of  reciproc-
ity forced all of  the “lazy” runners to follow suit, and so cooperation unraveled 
in the familiar manner. The movie, however, glorifi ed the actions of  this new 
arrival. He was the “good guy” of  the story. Rather than adopting a punitive 
attitude in response to his noncooperative behavior, audiences hailed him as a 
hero. This is diffi cult to explain from a strong reciprocity perspective, but makes 
perfect sense if  one interprets punishment in terms of  social norms. Athletic 
competition is governed by a framework set of  social norms, many of  which are 
designed to prevent any solution to the underlying collective action problem. 
In other words, we think that athletes should compete with one another, and 
that when there is a conspiracy to violate this expectation, the one who breaks 
ranks does the right thing. (Similar reasoning underlies antitrust laws, as we 
have seen, since price competition is an interfi rm prisoner’s dilemma.) In these 
sorts of  cases, we have norms that prescribe noncooperative behavior, enforced 
through exactly the same type of  sanctions that support cooperation in other 
contexts. Thus it is a mistake to conclude that people have a direct concern with 
either cooperation or fairness in their interactions. They appear to be concerned 
above all with social norms. The concern with cooperation and fairness comes 
from the content of  these norms, not the disposition that motivates their confor-
mity. Thus the question that we should be asking is not how humans came to be 
disposed to cooperate, but rather how they became norm-conformists. Once the 
question is reoriented in this way, interesting avenues of  inquiry open up.

6.5. Norm Conformity

The discussion of  strong reciprocity takes as its point of  departure the observa-
tion that human beings are the only social animals who appear willing to take 
costly punitive measures against individuals who fail to do their part in coopera-
tive arrangements. But this is not the only unique feature of  human social inter-
action. Considerable attention has been lavished, in recent years, on another 
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characteristic feature of  human beings: the extraordinarily heavy reliance that 
human infants have on imitative learning. This imitativeness is taken to be the 
basis for the cultural transmission of  learned behavior. Cultural transmission, 
in turn, frees human behavior from the narrow constraints imposed by natural 
selection, allowing behavior that is genetically maladaptive—such as religiously 
inspired celibacy—to persist and even fl ourish. As long as the gains to the indi-
vidual from culture-dependence outweigh the losses imposed by these maladap-
tive behaviors, we can expect the latter to persist.

If  this analysis is correct, then the altruism that underlies human ultra-
sociality might turn out to be one of  these genetically maladaptive, culturally 
transmitted patterns of  behavior. Furthermore, culture-dependence would 
represent a genuinely novel mechanism for sustaining altruistic conduct. 
Unlike systems based on reciprocity, where on average and in the long run the 
altruistic behavior enhances the fi tness of  the individual who performs it, cul-
turally based altruism may have no such benefi ts. The specifi cally altruistic 
behavioral patterns that are sustained through culture-dependence could be 
genuinely maladaptive, so long as they are outweighed on average by other, 
more directly advantageous behavior patterns that are transmitted in this 
way.68 To take an analogy, consider the human larynx. There is a general con-
sensus among evolutionary theorists that the low position of  the human lar-
ynx is an evolutionary adaptation favored because it facilitates speech. At the 
same time, it also makes it much easier for humans to choke while eating. The 
latter represents a genuine maladaptation (of  the sort that is actually quite 
common, due to the path-dependency of  biological evolution).69 It persists 
because it is a maladaptive side effect of  an adaptation that, on the whole, 
increases fi tness.

According to this perspective, our capacity for altruistic conduct may be a 
mistake, from the standpoint of  our selfi sh genes, like our capacity to invent and 
use contraceptives, or to commit suicide. These all represent culturally trans-
mitted patterns of  behavior that may reduce our genetic fi tness. They persist 
because culture-dependence is a single adaptation, and so these “negative” side 
effects come bundled together with a large number of  culturally transmitted pat-
terns of  behavior that increase genetic fi tness, starting with agriculture and ani-
mal husbandry, extending to modern medicine and industrial production.

This argument, however, is one that must be approached with considerable 
caution. Many scholars in the social sciences treat “culture” as a “get out of  jail 
free” card, one that instantly dissolves the obligation to reconcile their account 
of  altruism with the constraints of  human biology and Darwinian evolution. In 
reality, the relationship between culture, biology, and natural selection is much 
more complex, and the idea that altruism among humans is culturally sustained 
raises as many questions as it answers. Does culture-dependence have a sub-
stantive bias that favors the emergence of  altruism in the cultural sphere, or 
does it simply shelter it from the forces of  natural selection? And if  it merely 
shelters it, then how does altruism get started in the cultural sphere, and what 
prevents forces of  selection similar to those that eliminate it from the biological 
sphere from removing it from our repertoire of  culturally transmitted behavior 
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patterns? Is cultural transmission somehow more propitious for the develop-
ment of  altruistic behavior patterns than genetic transmission?

The fi rst step toward an answer to these questions lies in an examination of  
the sort of  biological structures that must be in place in order for human cultural 
transmission to occur, along with consideration of  how these might have arisen. 
(Indeed, the very suggestion that culture-dependence represents a single adapta-
tion, rather than a set of  loosely related “modules,” subject to independent selec-
tion pressures, is a claim that is controversial and must be defended.) Only when the 
biological substratum has been specifi ed will it be possible to state clearly what cul-
ture is, how its patterns of  transmission differ from those that occur in the genetic 
sphere, and the extent to which forces of  selection will act on cultural patterns.

There is of  course considerable controversy over the question of  whether 
culture is unique to human beings. There are several celebrated examples of  
“traditions” developing among certain animals (such as songbirds) such that 
unrelated individuals brought into the group will pick up on a pattern of  behav-
ior. This is not surprising, since cultural transmission is based on a number of  
fairly obvious innovations that one can fi nd throughout the natural world. What 
is distinctive about humans is that we exhibit cumulative cultural transmission, 
and hence our culture constitutes its own inheritance system.70 We appear also 
to be the only species that exhibits domain-general cultural transmission (i.e., 
with respect to any sort of  behavior).

The fi rst step in this direction is simply developmental plasticity. In cases 
where an organism’s environment is stable, natural selection will tend to favor 
a developmental trajectory that is “canalized,” and thus invariably results in the 
trait that is the best (local) adaptation to that environment. In cases where the 
environment varies, between state x and y, selection will favor a developmental 
trajectory that is “plastic,” and thus results in some trait a under conditions x,
but trait b under conditions y (where each trait represents the best adaptation 
to those conditions). One of  the most dramatic examples of  this is the desert 
locust, which develops as a solitary, wingless, brown grasshopper when regional 
conditions are favorable for reproduction, but develops as a gregarious (i.e., 
“swarming”), winged, yellow, migratory locust when conditions are unfavor-
able. It wasn’t discovered that the two shared the same genetic substratum (i.e., 
belonged to the same species) until 1921.71

The second major step is learning, which in its most primitive form is simply a 
feedback relationship between the environment and the developmental process, 
such that traits or behavior that are successful will be reinforced, while those 
that are unsuccessful will be extinguished. A fairly obvious extension of  this 
is trial-and-error learning, in which the individual engages in some variation 
of  the behavior, in order to discover the best form. Finally, there is social learn-
ing, where the individual looks to the behavior of  conspecifi cs for clues as to 
which variant will be best. This is also a fairly obvious adaptation, since it allows 
individuals to economize signifi cantly on learning costs. It is in fact a free-rider 
strategy—someone else pays the price associated with failed attempts in trial-
and-error learning, while the individual who copies him derives all the benefi ts 
associated with any success that he has obtained.
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Human beings possess these two characteristics—developmental plastic-
ity and social learning—to an exceptional degree. The juvenile phase among 
human infants is extremely long, even by comparison to our closest primate 
relatives. As Stephen Jay Gould writes:

Human evolution has emphasized one feature of  this common primate 
heritage—delayed development, particularly as expressed in late matura-
tion and extended childhood. This retardation has reacted synergistically 
with other hallmarks of  hominization—with intelligence (by enlarging the 
brain through prolongation of  fetal growth tendencies and by providing a 
longer period of  childhood learning) and with socialization (by cement-
ing family units through increased parental care of  slowly developing 
offspring). It is hard to imagine how the distinctive suite of  human char-
acters could have emerged outside the context of  delayed development. 
This is what Morris Cohen, the distinguished philosopher and historian, 
had in mind when he wrote that prolonged infancy was “more important, 
perhaps, than any of  the anatomical facts which distinguish homo sapiens
from the rest of  the animal kingdom.”72

This suggests that “our system of  social learning is merely a hypertrophied 
version of  a common mammalian system based substantially on the synergy 
between individual learning and simple systems of  social learning” (as Boyd and 
Richerson put it).73 There is, however, one important difference. Human infants 
rely far more heavily on imitative learning than members of  any other species.74

Rather than using the social environment as a source of  useful suggestions, 
and then using their own intelligence to solve problems (a process sometimes 
referred to as “socially facilitated” learning), humans directly copy one anoth-
er’s behavior, in a way that involves much greater suspension of  the capacity for 
teleological thinking. Michael Tomasello, for instance, argues that social learn-
ing among chimpanzees takes the form of  what he calls “emulative learning,” 
which differs from true imitation. He and his colleagues conducted an experi-
ment in which they demonstrated, for both chimpanzees and human infants, 
the use of  a tool to obtain an out-of-reach object.75 The tool could be used in two 
ways, with one method being clearly more effective than the other. They found 
that the chimpanzees tended to use the tool in either of  these ways, regardless of  
which method had been demonstrated. Human infants, on the other hand, used 
the tool in exactly the way that had been demonstrated (even when the inferior 
method was used). Thus what chimpanzees learned from the demonstration 
was simply that the tool could be used to obtain the food. They used their own 
intelligence to determine how to use the tool (and in this sense, reinvented the 
wheel). Human infants, on the other hand, learned not simply that the tool could 
be used, but how it was used as well. And this they imitated, even if  their own 
intelligence might have led them to a better solution. Reviewing the evidence, 
Tomasello argues that “the overall conclusion is thus that during the period 
from one to three years old, young children are virtual ‘imitation machines’ as 
they seek to appropriate the cultural skills and behaviors of  the mature members 
of  their social groups.”76
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True imitation creates the possibility of  cumulative cultural transmission, 
because it removes the “fi lter” that the individual organism’s own intelligence 
(and objectives) imposes on the behavior patterns that are to be transmitted. 
Thus humans have what Boyd and Richerson refer to as a “dual inheritance” 
system, where infants benefi t from a fund of  both genetically favored and cul-
turally transmitted behavioral patterns. It is extremely important to realize, 
however, that the mere fact that a cultural inheritance system of  this type 
arises does not mean that there will be any divergence between culture and 
biology (and thus does not mean that there will be any room for the cultural 
transmission of  genetically maladaptive behavior). It all depends on how cul-
tural traits are inherited. If  children engage in imitative learning only from 
caregivers, and for inclusive fi tness reasons only parents and relatives act as 
caregivers, then culture will necessarily evolve in lockstep with biology. A 
particular pattern of  learned behavior will be passed along only if  it increases 
the individual’s chances of  becoming a “role model” or “cultural parent” to a 
child. And since only biological parents become cultural parents, the spread 
of  a particular form of  learned behavior will be determined entirely by its 
contribution to the reproductive fi tness of  the individual who learns it. Under 
such circumstances, the difference between culture and biology would be 
nugatory. (And thus, culture of  this type would add nothing new to the story 
on altruism.)

Somewhat more surprisingly, if  infants select a cultural parent at random 
(i.e., through an unbiased sampling procedure) from the population, then there 
will also be no difference between biological and cultural evolution. This point is 
often overlooked by critics of  sociobiology. With unbiased transmission, a learned 
behavior pattern will only be able to propagate if  it increases its representation 
in the population, which means increasing the longevity or fecundity of  any 
individual who adopts it. While cultural evolution will be faster than biological 
evolution, due to its Lamarckian structure, there will be no culturally sustained 
profi le of  behavior in a population that could not also be sustained as the equi-
librium of  a purely biological system. By implication, all of  the constraints that 
natural selection in the biological domain imposes on altruistic behavior would 
apply with equal force in the cultural domain.

In order for culture and biology to diverge in interesting ways, there must 
be some bias in the way the cultural variants are acquired. If, for example, 
the structure of  the individuals’ attention patterns makes them more likely 
to notice, and thus adopt, certain types of  behavior rather than others, then 
the cultural fi tness of  a behavior pattern may diverge from the contribution it 
makes to the biological fi tness of  the individual. And when this occurs, it is pos-
sible for cultural and biological selection to begin working at cross-purposes. 
The classic example of  this, noted by Dawkins, is the pattern of  behavior we call 
martyrdom.77 The prestige hierarchy in human society serves as one source of  
bias—high-prestige individuals are more likely to be imitated than low-prestige 
individuals. If  sacrifi cing one’s life or liberty for a cause serves as a source of  
prestige, then this pattern of  behavior will tend to propagate in the population 
through cultural transmission, even as it reduces the opportunities for repro-
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duction of  those individuals who choose to imitate it. More generally, if  per-
forming altruistic acts serves as a source of  prestige—and it is not diffi cult to 
think of  circumstances under which it does—then altruism would have a high 
level of  cultural fi tness, despite reducing genetic fi tness (of  course, one would 
still need to tell an evolutionary story to explain how or why a prestige-biased 
learning system would be adaptive, relative to an unbiased one).

Social psychologists have documented a number of  very interesting biases 
in the way cultural transmission occurs among humans. There is, for example, 
an important conformist bias in the way humans imitate behavior. Faced with 
multiple options, individuals will select the behavioral variant that is most com-
mon in the population. One can see this bias at work quite clearly in language 
acquisition. Children will initially adopt the dialect and pronunciation used by 
their parents, but at a certain age almost always switch to the one favored by 
their peer group.78 Furthermore, rather than selecting one individual from the 
peer group to model themselves on, what they adopt represents something more 
like the majority behavior of  the group. In this and many other areas, human 
learning has a “when in Rome, do as the Romans” bias. It is not diffi cult to see 
how this could be adaptive.79

This bias has important consequences for the character of  cultural transmis-
sion. If  everyone selects a cultural parent at random, then the majority behavior 
will be adopted by a majority of  imitators. But if  there is a strong enough con-
formist bias, the majority behavior will be adopted by everyone. This means that 
cultural transmission will be subject to tipping point effects far more extreme 
than those seen in biological evolution. While this does not directly favor the 
reproduction of  any particular cultural pattern, it does change the dynamics. 
As Boyd and Richerson observe, for instance, it has the potential to make group 
selection a much more powerful force in the domain of  culture. This in turn 
makes altruistic behavior much more robust as a cultural pattern. As mentioned 
earlier, in biological evolution, group selection has a very limited impact on the 
sustainability of  altruism, because the chances that a group will be “contami-
nated” by selfi sh individuals increases along with both group size and migration 
rates. And if  there are selfi sh individuals in the group, then the group selection 
effect will benefi t the selfi sh individuals more than it will the altruists. Thus 
group selection favors altruism only when groups are very small, and recombi-
nation of  groups is infrequent. In cultural transmission on the other hand, with 
a conformist bias, groups need not be composed entirely of  individuals who are 
disposed to act altruistically. As long as enough of  them start out disposed to 
act altruistically, this will be enough to convert the rest to altruism, as they seek 
to imitate the majority. Thus the level of  variation within groups will be much 
lower than the level of  variation between groups. New individuals introduced to 
the group will also have a tendency to change their behavior in order to fi t in, 
thus neutralizing the disruptive effects of  migration. Boyd and Richerson there-
fore describe cultural evolution as “potentiating” group selection. As a result, 
some of  the explanations for human ultrasociality that are unconvincing when 
formulated as biological models become far more persuasive when formulated in 
terms of  cultural evolution.
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Similar arguments have been used to show that altruistic punishment associ-
ated with failures of  cooperation can be sustained as a cultural pattern by group 
selection.80 Yet these claims are vulnerable to the same objections that were lev-
eled against Bowles and Gintis’s formulation of  the strong reciprocity disposi-
tion. It is important that punishment be associated with the failure to respect 
social practices, not the failure to cooperate. Thus Boyd and Richerson make a 
far more plausible claim when they suggest that “moralistic punishment”—that 
is, altruistic punishment that is itself  altruistically enforced—becomes tied to 
our propensity for conformist imitation, such that agents are disposed to do 
what the majority does, and to punish those who do not. Boyd and Richerson 
speculate that moralistic punishment of  this type arises because it augments the 
effi cacy of  conformist imitation (and also amplifi es the tipping point effect that 
makes group selection a powerful force in cultural transmission).81

There are a number of  different evolutionary models that provide plausible 
underpinnings for an account of  the cultural evolution of  cooperation. But 
whatever the ultimate story, it is important to note that the disposition that 
arises out of  Boyd and Richerson’s account—“conformist social learning” com-
bined with “moralistic enforcement of  norms”—is precisely what sociological 
theorists have posited for decades as the “norm-conformative” disposition at the 
heart of  human sociality. Thus Boyd and Richerson’s model provides a striking 
point of  convergence between evolutionary biology and sociological theory. It 
explains why cultural transmission in human societies takes the form of  shared 
rules of  conduct, or social norms.

The explanation Boyd and Richerson provide for human ultrasociality is 
in the end quite subtle. The fi rst thing to recognize is that, unlike altruistic 
tendencies that arise through kin selection or reciprocal altruism, here there is 
no genetically based disposition to perform altruistic acts. What biological evo-
lution provides is simply a norm-conformative disposition—a disposition that 
itself  is neutral with respect to altruistic and selfi sh behavior. As Boyd and 
Richerson put it (in the title of  an article), “punishment allows the evolution 
of  cooperation (or anything else) in sizable groups.” Individuals simply have a 
disposition to conform to the dominant behavior pattern of  the group, a dis-
position that is reinforced through punishment of  nonconformative behavior. 
This disposition is acquired because of  the enormous advantages it confers on 
the individual, primarily in the form of  enhanced learning abilities. But it also 
permits the development of  all sorts of  maladaptive behaviors; even, as Boyd 
and Richerson point out, ones as ridiculous as the norm that prescribes wear-
ing neckties in the workplace.82 This is as it should be, since, as we all know, 
wearing neckties in the workplace was the norm in our society for a very long 
time.

Thus the reason that a norm-conformative disposition favors altruism is not 
that it instills any direct bias in its favor. It promotes altruism only indirectly, by 
serving as a platform for the beginnings of  cultural evolution, which in turn 
provides both an evolutionary environment and a selection mechanism that is 
more propitious for the emergence of  altruism. Thus the norm-conformative 
disposition favors altruism only because it is easier for altruism to emerge and 
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prosper as a cultural pattern than as a biological one. The norm-conformative 
disposition serves only to insulate the altruistic phenotype from the pressures 
of  biological selection, which would otherwise favor its elimination. (This also 
explains why ultrasociality has arisen only recently, in the last ten thousand 
years.)

They summarize the argument as follows:

Theoretical models show that the specifi c structural features of  cultural 
systems, such as conformist transmission, have ordinary adaptive advan-
tages. We imagine that these adaptive advantages favored the capacity for 
a system that could respond rapidly and fl exibly to environmental varia-
tion in an ancestral creature that was not particularly cooperative. As a by-
product, cultural evolution happened to favor large-scale cooperation.83

This fi rst component of  the hypothesis should be kept conceptually distinct 
from the second, which involves the specifi c mechanism that Boyd and Richerson 
posit to explain why altruism does better in the cultural sphere. They claim that 
it is because norm-conformity amplifi es the effects of  group selection (the ben-
efi ts of  which, in turn, reinforce the norm-conformative disposition). However, 
there is no exclusivity in this hypothesis. For example, it could turn out that cul-
tural evolution favors reciprocal altruism as well.

In this context, it is worth noting that the basic structure of  the norm-
conformative disposition provides precisely the “building blocks” needed for 
the development of  what Robert Brandom refers to as “norms implicit in 
practice” (recalling the important role that sanctions played in this account 
of  rule-following).84 This in turn permits the creation of  social practices such 
as the “game of  giving and asking for reasons” described in chapter 4, section 
6. Thus the development of  a norm-conformative disposition can be seen as 
a crucial evolutionary step, allowing humans to pass from simple signaling 
systems to the emergence of  fully compositional language. The emergence 
of  language—and hence the intentional planning system—provides straight-
forward advantages to the individual (those associated with “the language 
upgrade”). This may help to explain the adaptive value of  the particular com-
bination of  conformist social learning and moralistic punishment that we see 
among humans.

The emergence of  language may also help to explain why altruistic behavior 
is more robust as a cultural pattern. Once compositional linguistic resources are 
in place, it then becomes possible for individuals to introduce elements of  con-
scious guidance into the process of  cultural evolution (for example, by allowing 
individuals to verbally contest norms that institutionalize a suboptimal behavior 
pattern, or by serving as a source of  bias in the production of  “mutations” in 
the cultural pattern). In other words, language makes possible rational delib-
eration about the desirability of  potential norms. This may help to explain why 
even though in principle any behavior can be sustained as a cultural pattern, 
cooperative ones tend to occur with greater frequency than noncooperative ones 
(and why they continue to be favored in modern societies, in which group selec-
tion effects are highly attenuated, if  not nonexistent).
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6.6. Against Sociobiology

In retrospect, it should be easier to see why one need not endorse a sociobio-
logical view in order to accept a naturalistic and evolutionary account of  our 
moral dispositions along the lines of  the one presented here. The key to it lies in 
the “dual inheritance” model of  biological and cultural evolution that is being 
posited, combined with the “dual process” theory of  mind. However, in order to 
see how this model allows one to escape the charge of  sociobiologism, it is useful 
to examine fi rst some of  the invalid arguments against sociobiology that philoso-
phers have been known to make.

The most common error among philosophers is to assume that a biological 
explanation for a particular trait must assume that anything genetic is “hard-
wired” (or canalized) and thus admits of  no variation. As a result, they will often 
point to simple behavioral differences from one human group to another as 
evidence that a particular form of  behavior is “cultural” and not “biological.”85

(In other words, they claim that phenotypic variation in the absence of  genetic 
variation defeats the sociobiological hypothesis.) This ignores the fact that plas-
ticity with respect to some characteristic is not only compatible with biological 
explanation, but that such plasticity is itself  a biological trait, one whose pres-
ence must be subject to evolutionary explanation. As E. O. Wilson puts it, the 
sociobiological hypothesis in this case “is that genes promoting fl exibility in 
social behavior are strongly selected at the individual level.”86

For example, the fact that desert locusts sometimes develop into brown grass-
hoppers and sometimes develop into yellow winged locusts does not pose any 
obstacle to biological explanation. On the contrary, the developmental plasticity 
required to become one or the other is itself  the object of  such an explanation. (As 
it turns out, a very persuasive adaptive explanation is available. It is crowding that 
triggers the development of  the individual into a migratory locust rather than 
a sedentary grasshopper. In effect, the species has a mechanism that tells indi-
viduals when it is a good idea to be moving on.) Similarly, an enormous amount 
of  variation can be explained by the simple fact that organisms are capable of  
learning. There is nothing obscure about this, from a biological point of  view, 
since learning involves nothing more than a feedback relationship between the 
organism and the environment during the course of  development. All the socio-
biologist needs to do is provide some explanation that shows how it is adaptive for 
individuals to learn which behavior is best, rather than to have it be fi xed.

That such explanations are available is already implicit in the universally 
shared assumption that phenotype is a joint product of  a complex developmen-
tal interaction between the organism’s genotype and its environment (an envi-
ronment that includes other cells within the organism, other members of  the 
same species, as well as the “parametric” physical environment). This makes it 
easy for the sociobiologist to offer an explanation for differences among human 
groups: it is simply a case of  different environments (both social and nonsocial) 
triggering different behaviors or characteristics, all of  which are latent possibili-
ties for all individuals. As Wilson puts it, “culture, including the more resplen-
dent manifestations of  ritual and religion, can be interpreted as a hierarchical 
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system of  environmental tracking devices.”87 Thus if  we ask “why did so-and-so 
do such-and-such?” the proximate causes we appeal to by way of  explanation 
need not refer to any adaptive features of  the behavior. (In fact, the behavior can 
be quite maladaptive—so long as the acquisition of  maladaptive phenotypes in 
the population overall does not reduce fi tness to a level that would render plas-
ticity in this domain maladaptive.) The sociobiologist is merely committed to the 
claim that if  one were to pursue the chain of  explanation back far enough, even-
tually one would hit on some factor that could only be explained through an 
adaptive genetic explanation.

The problem is that when formulated in this way, the sociobiological hypoth-
esis risks becoming trivial. One can see this very clearly in Wilson’s work. He 
argues:

The channels of  human mental development . . . are circuitous and vari-
able. Rather than specify a single trait, human genes prescribe the capacity 
to develop a certain array of  traits. In some categories of  behavior, the array 
is limited and the outcome can be altered only by strenuous training—if  
ever. In others, the array is vast and the outcome easily infl uenced.88

The question then becomes: given the very high level of  plasticity that humans 
exhibit, and granting that this plasticity, as a trait, is subject to evolutionary 
explanation, do evolutionary considerations place any interesting constraints on 
the “array” of  traits that can develop within any a particular domain of  human 
culture? Take, for example, the issue of  food preference. We all come equipped 
with certain natural food aversions that are easy to explain in evolutionary 
terms. It is certainly not an accident that we are “instinctively” repulsed by the 
smell of  rotten meat, or the taste of  milk that has turned, or by the appearance 
of  food that is moldy. Yet all of  these reactions can be unlearned with suffi cient 
effort (which is why we talk about some foods, like blue cheese, being “acquired 
tastes”). Thus it is not clear precisely what the evolutionary story contributes 
to our understanding of  human diet. One can easily imagine that as our early 
ancestors migrated to different climates and regions, it became adaptive for them 
to become more fl exible, so that they could acquire a taste for foods that had pre-
viously provoked highly aversive reactions (e.g., most preserved foods). Yet if  this 
is the case, then we run the risk of  saying that the only thing the evolutionary 
story really explains is the fact that we eat. In order to explain why we eat what we 
eat, one must turn to an entirely different set of  factors. Furthermore, the idea 
that behavior must be adaptive imposes almost no constraints on this secondary 
explanation. It only requires that, on average and in general, the maladaptive 
consequences of  all the bad dietary habits we acquire must not outweigh the 
overall advantages associated with our capacity to acquire tastes.

From this perspective, one can see the problems that positing a norm-conformative 
disposition creates for sociobiological forms of  explanation. Because it is grounded in 
imitation, this disposition is essentially open to all forms of  behavior (which is not to 
say that all forms of  behavior are equally likely to be reproduced). Furthermore, it lays 
the groundwork for the cultural transmission of  phenotype (and thus for “popula-
tion-level effects”). A phenotype may prove to be culturally adaptive (i.e., successful at 
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reproducing itself) even though it is not genetically adaptive. Thus when it comes to 
explaining a particular form of  behavior, such as dietary taboos, the cultural explana-
tion may wind up doing all the work. If  we ask why Jews do not eat pork, Hindus do 
not eat beef, or Americans do not eat dogs, questions of  genetic fi tness simply need 
not enter into the story in any interesting way. The type of  “just so” sociobiological 
explanations we are accustomed to hearing (such as speculation that taboos on pork 
may have “evolved” as a defense against trichinosis) are clearly invalid, since genetic 
evolution has clearly favored plasticity in the area of  meat consumption. So while 
there are interesting questions to be asked about how these dietary taboos originated, 
and why they, rather than other cultural variants, succeeded in reproducing them-
selves, the evolutionary biological perspective places only trivial constraints on the 
range of  possible explanations. Furthermore, there is no reason to expect that the 
cultural explanation will be a genetically adaptive one, simply because cultural evo-
lution is governed by a different selection mechanism. In fact, many dietary restric-
tions are strikingly maladaptive at the genetic level (a large number of  deaths from 
famine in India could have been averted if  people had been willing to eat the cows). 
The problem, as Wilson acknowledges, is that “cultural behavior . . . seems to be a 
psychological whole invested in the brain or denied it in a single giant step.”89 This 
makes sense if  one views cultural transmission as the product of  a single social learn-
ing heuristic, namely, the disposition toward imitative conformity. Yet if  this is the 
case, then human culture will be able to support an enormous amount of  genetically 
maladaptive behavior, without making our capacity for culturally determined behav-
ior itself  fi tness-reducing. As a result, there is simply no reason to favor “survival of  
the fi ttest” explanations when it comes to any form of  behavior that falls within the 
“array” of  human traits subject to cultural variation. As Kim Sterelny notes, socio-
biologists have had a tendency to fi nesse the distinction between “selective explana-
tions for behavior” and “selective explanations of  capacities for behavior,” in order to 
obscure the fact that, in most cases, they are only in a position to deliver the latter, not 
the former.90

Due to considerations of  this type, combined with concessions in the direc-
tion of  the dual-inheritance model, Wilson himself  can no longer be classifi ed 
as a sociobiologist. This emphasizes the point that, contrary to the assump-
tions of  many sociobiologists, critics of  that doctrine are not committed to the 
idea that the human mind is a “blank slate,” or some type of  domain-general 
learning mechanism for the acquisition of  culture.91 On the contrary, positing 
dual inheritance is perfectly consistent with the recognition that various fea-
tures of  human cognition are the product of  evolutionarily adapted cognitive 
mechanisms, and that some of  these mechanisms are even specialized for the 
acquisition of  specifi c elements of  the cultural system. The question is whether 
the “genes-environment” framework represents the most perspicuous one for 
explaining the types of  behaviors that wind up getting propagated in these vari-
ous domains. Although it is not false, strictly speaking, to describe culture as 
merely part of  the environment, it is positively misleading to do so when that 
part of  the environment constitutes a second inheritance system. Thus the only 
real sociobiologists remaining are those who deny that culture forms an inheri-
tance system, or think that there is no codependence between the genetic and 
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cultural evolutionary systems. These claims are, in my view, too weakly moti-
vated to merit sustained discussion here (though others have dealt with them at 
great length).92

Given this situation, it is more useful to think of  our biological heritage as 
an extremely rich source of  biases in the domain of  cultural reproduction. Even 
if  we were to suppose that people can be socialized into any behavior pattern 
whatsoever, the fact remains that it is much easier to socialize people to do some 
things than it is others. In the same way, you can cut wood any way you like, 
but it is much easier to do so with the grain. Our biological heritage constitutes 
the grain here, asserting itself  in the domain of  culture by affecting the amount 
of  effort (of  various forms) that will be required in order to stabilize and repro-
duce a given pattern. For instance, there is no doubt an adaptive explanation for 
the fact that we have 10 fi ngers. And the fact that we have 10 fi ngers no doubt 
provides an explanation for the fact that we count in base 10. But this does not 
add up to a sociobiological explanation for the fact that we count in base 10. 
On the contrary, different cultures have used a variety of  different bases. When 
Europeans arrived in Mesoamerica, they found both base 20 and base 8 systems 
in use. Each of  these systems “competes” with the others in the cultural domain 
(the same way the metric system competes with the British imperial system). 
But the fact that we have 10 fi ngers biases the competition in favor of  base 10. 
Thus the explanation for the success of  base 10 is in terms of  cultural evolution. 
Human biology provides part of  the environment in which cultural evolution 
occurs, and thus affects the fi tness of  different cultural variants, but it does not 
act as a direct force of  selection. It is not because people who count in base 8 had 
fewer children that the system passed out of  use. It is because they were unable 
to attract as many imitators as did their base 10 rivals.

Thus the best way to think of  the adaptive unconscious (and in particular, all 
the modular elements described by evolutionary psychologists) is as the environ-
ment in which cultural selection occurs. Some cultural patterns will do well pre-
cisely because they reinforce or amplify these evolved dispositions. Consider the 
case of  sexuality, where one fi nds an enormous variety of  practices at different 
times and in different cultures. Peter Berger and Thomas Luckmann observe:

While man possesses sexual drives that are comparable to those of  the other 
higher mammals, human sexuality is characterized by a very high degree 
of  pliability. It is not only relatively independent of  temporal rhythms, it 
is pliable both in the objects toward which it may be directed and in its 
modalities of  expression. Ethnological evidence shows that, in sexual mat-
ters, man is capable of  almost anything. One may stimulate one’s sexual 
imagination to a pitch of  feverish lust, but it is unlikely that one can con-
jure up any image that will not correspond to what in some other culture is 
an established norm, or at least an occurrence to be taken in stride.93

Recognizing the “immense variety and luxurious inventiveness” of  human 
sexual practices, especially in similar environments, suggests that the more inter-
esting explanations are going to be cultural, rather than biological. But this does 
not mean that biological factors should be ignored. What the argument from 
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variety shows is that biology imposes no signifi cant constraints on the “array 
of  traits” that may be exhibited (i.e., the range of  social practices that may be 
reproduced). At the same time, some sexual practices are much more common
than others. Moderate polygyny, for instance, is exceedingly common; polyandry 
is not. Compulsory homosexuality is not unheard-of, but is far less common than 
compulsory heterosexuality. The best way to formulate a “biological” explanation 
for these phenomena is not in terms of  the adaptiveness of  the practices, but in 
terms of  a set of  unconscious cognitive structures or somatic responses that bias 
cultural reproduction in the direction of  one or another practice (these underly-
ing structures being, of  course, subject to straightforward adaptive explanation).

Consider a related example involving mate preferences. There are obvious 
biological reasons, in species where males make some parental investment, 
that they might also be more likely to engage in “mate guarding” behavior than 
females. One can certainly fi nd this sort of  behavior in many mammalian spe-
cies. It would also not be strange to think that this had something to do with 
various human traits that seem to be more pronounced among males, such as 
sexual jealously and possessiveness. Indeed, in an international study, with sam-
ples drawn from 37 different cultures, David Buss found that males were con-
sistently more likely than females to regard “no previous sexual intercourse” as 
an important characteristic of  a potential mate. In 23 of  the 37 samples, males 
expressed a stronger preference in this regard than did females, while in the 
other 14 samples “no signifi cant sex differences were found.”94 This is the sort 
of  fi nding that is sometimes taken to be grist for the sociobiologists’s mill, since 
it seems easy to produce an “evolutionary” explanation for this pattern. Yet the 
same study also found that the overall intensity of  this preference varied even 
more dramatically—from China, where both men and women almost uniformly 
viewed a potential mate’s chastity as “indispensable” (over 2.5 on a 3-point 
scale) to Sweden, where it was regarded by both sexes as practically “irrelevant” 
(around 0.25 on the same scale). Within both Chinese and Swedish cultures, 
however, men were more likely to identify this issue as a concern than women. 
Yet the difference was only about 0.1 in both cases. What this shows is that the 
cultural difference was two orders of  magnitude greater than the gender differ-
ence. This proves that it is possible (perhaps even easy) to socialize men in such 
a way that they care far less about chastity than women—just raise the men 
in Sweden and the women in China (or even the United States). Thus culture 
provides, if  not the explanation for the preference, certainly the most interesting
explanation for the relative power of  the chastity norm in each society. What 
the biological logic of  parental investment explains is not the particular prefer-
ence any one individual has, but rather the general bias that one can see, within 
the domain of  cultural reproduction, toward a greater male preoccupation with 
sexual fi delity. (The norm has slightly greater “affective resonance” with men 
than with women.)95

The idea that biology should be understood as a source of  bias in the cultural 
sphere in many ways undermines the polarization that has long characterized 
the culture/biology debate. In the same way that sociobiologists need not regard 
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inherited traits as “hardwired,” critics of  sociobiology are in no way committed 
to viewing the mind as a “blank slate.”96 Much of  the debate over the “innate-
ness” of  various characteristics is based on confusion in this regard. In general, 
human cognitive development is too complex for us to be able to tell what is 
innate and what is learned—or even to draw the distinction in any meaningful 
way. Furthermore, there is clear evidence of  so-called Baldwinian evolution in 
the cognitive sphere.97 Evidence suggests that the human brain has undergone 
biological evolution since the development of  the cultural inheritance system. 
Thus a feedback relationship has developed between biological and cultural evo-
lution. In particular, biological adaptations that accelerate cultural learning, or 
else bias the outcome in favor of  dominant cultural traits, will tend to be geneti-
cally adaptive. (The canonical example is lactose tolerance—a biological adapta-
tion that is generally thought to have been a reaction to the cultural practice of  
animal husbandry, along with migration into northern climes where sunlight 
no longer provides adequate vitamin D.)

Yet despite this, sociobiologists often use the speed or ease of  acquisition of  a 
particular competence as an indicator of  its genetic basis. Thus they contrast, 
for example, the speed with which human infants acquire language (and the 
remarkable paucity of  stimulus or instruction) with the diffi culty that most of  
us have learning algebra or calculus.98 Yet while this is no doubt an important 
phenomenon, it does not show that language itself, in the sense of  semantic con-
tent or even just grammar, is innate.99 It is important to remember that not only 
has public language served as part of  the evolutionary environment of  adap-
tation for humans—such that infants with innate heuristics allowing them to 
learn language more quickly would have been at an advantage—but languages 
themselves, as cultural artifacts, are also adapted to the cognitive machinery of  
human infants. In other words, languages that can get themselves learned more 
quickly—for example, by taking advantage of  certain innate learning heuris-
tics possessed by human infants—have a competitive advantage over ones that 
cannot. Thus, as Andy Clark argues, we need not postulate innate language 
modules, or any other “major and sweeping computational and neurological 
differences between us and other animals,” in order to explain our facility at 
language learning:

Instead, relatively minor neural changes may have made basic language 
learning possible for our ancestors, with the process of  reverse adapta-
tion thereafter leading to linguistic forms that more fully exploit pre-exist-
ing, language-independent cognitive biases (especially those of  young 
humans). The human brain, on this model, need not differ profoundly from 
the brains of  higher animals. Instead, normal humans benefi t from some 
small neurological innovation that, paired with the fantastically empow-
ering environment of  increasingly reverse-adapted public language, led to 
the cognitive explosions of  human science, culture, and learning.100

If  this were the case, then “it would look for all the world as if  our brains were 
especially adapted to acquire natural language, but in fact it would be natural 
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language that was especially adapted so as to be acquired by us, cognitive warts 
and all.”101 It is worth keeping in mind, when considering the innateness hypoth-
esis, that language has all the appearances of  being a cultural artifact, not least 
because there are so many mutually unintelligible languages on the planet.102

As Tomasello points out, “‘language’ has several thousand distinct variants in 
the human species that are fundamentally different from one another, including 
in the syntactic conventions, and an individual human being can acquire any 
one particular language only in the context of  several years of  particular types 
of  linguistic experiences with other human beings.”103 The coadaptation story—
we are adapted to learn language fast, languages are adapted to be learned by us 
fast—is able to explain why language is acquired so quickly and easily by human 
infants, but also why it varies so widely in both lexicon and (“surface”) grammar 
from one human group to another.

6.7. Conclusion

It is important to keep in mind, when thinking about human sociality, that altru-
ism is extremely uncommon in nature. In order to see how dramatic the contrast 
is, one need only compare the way cells cooperate with one another inside our 
own bodies—and the kind of  complex internal division of  labor that this level 
of  cooperation is able to promote—with the very low levels of  cooperation that 
one sees between, for example, domestic cats, along with the complete absence 
of  social structure that this entails. The difference is that the cells in our body 
have a 100 percent coeffi cient of  relatedness and so have nothing to gain from 
free riding. One can think of  a multicellular organism as a society of  clones who 
exhibit complete cooperation, and thus have a “social structure” that exhibits 
extraordinarily high levels of  internal complexity and interdependence (such as 
differentiation into organs that cooperate with one another in order to sustain 
the life of  the organism). Failures of  cooperation in this context are so infrequent 
that we have a special word for them—cancer. At the other end would be a typi-
cal diploid species, where there is a very low level of  relatedness even among kin, 
and so very little in the way of  social structure and cooperation. Of  course, we 
should not marvel at the fact that purely Darwinian natural selection is able to 
generate such practices as animal husbandry and farming among ants, since 
we already know that natural selection is able to produce even more fabulously 
complex things like livers and immune systems. What is unusual about ants is 
simply the fact that the complexity is social, rather than internal to the indi-
vidual organism (where we usually take cooperation for granted). And this is 
simply a refl ection of  how diffi cult it is to achieve any sort of  organization or 
interdependence among genetically unrelated individuals.

This is the background against which the problem of  human ultrasociality 
should be addressed. Apart from the high levels of  cooperation one fi nds among 
humans, there are three other features that set us apart as a species: superior 
intelligence, use of  a propositionally differentiated language to communicate, 
and culture-dependence. Given the rather slight biological difference between 
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us and our closest primate relatives, it is very unlikely that these differentia are 
unrelated. They are most likely to be part of  a single complex, or at least all facili-
tated by a single adaptation. The dominant tendency in the literature has been 
to focus on superior intelligence as the driving force. The analysis presented 
here suggests that culture-dependence is the more fundamental. Once culture-
dependence is established, in the form of  a norm-conformative disposition (imi-
tative conformity coupled with moralistic punishment), one can then explain 
the emergence of  propositionally differentiated speech (as Brandom’s pragmatic 
theory of  meaning shows), which can in turn be used to explain the origins of  
mental content, intentional states, and fi nally the intentional planning system 
that is at the root of  our superior practical intelligence. Finally, it is much easier 
to see how altruism (and ultimately, cooperation) could persist as a culturally 
transmitted pattern of  behavior (although the details of  this merit further anal-
ysis, and will be taken up in the fi nal chapter). Thus norm-conformity appears 
to be the key that opens all the locks. We are not just intelligent creatures who 
happen to like following rules; rather, following rules is what makes us the intel-
ligent creatures that we are.



The time has come for a brief  digression into the realm of  armchair micro-
sociology. When I was young, supermarket parking lots used to be something 
of  a mess. People would bring their groceries out to the car, put them in the 
trunk, then abandon their shopping cart right next to the car as they pulled out. 
Everyone used to do this, and no one thought twice about it. Stores used to hire 
local teenagers to roam the lots, picking up unused carts and stacking them in 
orderly rows by the front door. This was no doubt a nagging expense, as stores 
were constantly looking for ways to keep the carts under control. Some installed 
barriers to keep people from taking them into the parking lot, but that was 
grossly inconvenient for customers. Finally, someone came up with a devilishly 
clever (and now ubiquitous) invention. It is a simple clip and chain mechanism 
on the handle of  the cart. You insert a quarter to release the chain, allowing 
you to roam about with the cart as you please. But to get your quarter back, you 
must insert the chain into the clip on another cart. Through this simple little 
invention, stores managed to get customers not only to return their carts to the 
front door, but to line them up nicely as well. All you need to do is put one clip 
at the front door, to get the sequence going. Once it starts, everyone must then 
bring their carts to that spot, and fold them together, in order to get their quar-
ters back.

Thanks to this simple little invention, grocery store parking lots were trans-
formed overnight from unruly obstacle courses of  abandoned shopping carts 
into tiny miracles of  coordination and effi ciency. Furthermore, all of  this was 
accomplished without any hectoring, threats, or moral suasion. At my local 
supermarket, there are no signs saying “Please return your cart”; the eco-
nomic incentive appears to be suffi cient. People want their quarters back, and 
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are willing to push their shopping carts around for a bit longer in order to 
recover them. Or so it would seem. Yet one can also observe, on some days, a 
rather strange phenomenon. A homeless person will hang out in the parking 
lot, offering to take people’s carts back for them, in return for being able to 
keep the quarter. Almost everyone accepts, many quite gratefully (many of  
whom would not give money to panhandlers). This suggests that many people 
are willing to pay a quarter to avoid taking their shopping cart back. So why 
don’t they just abandon them? This got me thinking. The next time I was at the 
store, about to walk my cart back to the front door, I thought to myself  “Is this 
really worth it?” I was far from the return depot, the lot was three inches deep 
in snow, so that the wheels on the cart barely turned. “Forget it,” I thought. 
“I’ll just leave it here, and forfeit the quarter.”

In principle, there was nothing wrong with this decision. The cart return sys-
tem is a purely economic transaction between the customer and the store: if  
you want your quarter back, you take your cart back, otherwise the store gets 
it. Yet I was surprised to fi nd myself  struck by a pang of  guilt at the thought of  
abandoning my shopping cart in the middle of  the parking lot. I pictured the 
other shoppers looking at me reproachfully as I slunk out of  the parking lot. 
Abandoning the cart felt like an extremely antisocial thing to do. In the end, I 
pushed the cart back.

What happened to me? A mere regularity in the behavior of  shoppers had 
triggered my normative control system. What made it noteworthy in this case 
was that there wasn’t technically a social norm underlying this regularity, just a 
pattern of  behavior brought about by incentives. Yet over time, imitative confor-
mity had clearly transformed this mere regularity into a social norm. The cart-
return system at my local supermarket achieves nearly 100 percent compliance. 
And yet obviously it works so well not because it provides everyone with a direct 
incentive to return their carts, but because it provides enough of  an incentive to 
get enough people to return their carts that it displaces shoppers to the “norma-
tive expectations equilibrium” of  universal cart return.

What does this have to do with moral philosophy? In a widely discussed arti-
cle, Christine Korsgaard introduced a very useful distinction between two differ-
ent forms of  skepticism about practical reason.1 The fi rst is “content skepticism.” 
This refers to skepticism about the possibility that the content of  moral judgments 
could be well justifi ed. The content skeptic is one who doubts that we are able to 
offer a compelling defense of  our judgments, when we claim that a particular 
action is right or wrong, or that a state of  affairs is good or bad. “Motivational 
skepticism” on the other hand adds a new layer of  diffi culty, by suggesting that 
even if  it were possible to come up with justifi able moral judgments, it is still not 
clear why the agent should be moved to act on those judgments. Thus the motiva-
tional skeptic is one who regards it as perfectly coherent that someone could judge 
a particular action to be right, and yet have no motive to perform it (or that some-
one might judge a state of  affairs to be good, yet have no motive to bring it about). 
Motivational skepticism is usually summed up with the question “why be moral?” 
(such that, even if  we know what the moral course of  action is, we can still ask the 
question “why pursue the moral course of  action, and not some other?”).
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The discussion of  contextualism in chapter 5 showed how one might begin 
to respond to the problem of  content skepticism. A more complete discussion 
will be reserved for chapter 9. For now, my goal is to deal with the problem of  
motivational skepticism. It will be my contention that a careful analysis of  the 
form of  deontic constraint at work in the shopping cart return system—under-
stood in the light of  the theory of  norm-conformity articulated in the previous 
chapter—can serve as the cornerstone of  a philosophically compelling response 
to motivational skepticism about morality.

7.1. A Skeptical Solution

Hume famously declared “ ’Tis not contrary to reason to prefer the destruction 
of  the whole world to the scratching of  my fi nger.”2 The challenge he poses to 
common-sense morality is immediate and compelling. There is, however, some 
ambiguity in the precise sense in which the challenge can be understood. Hume 
might have been saying “What argument is there to show that one is better than 
the other?” but he could also have been asking “How could you rouse me to care 
one way or the other, if  I happen not to?” Of  course, the Humean theory of  prac-
tical rationality answers the second question by specifying that any convincing 
argument must take as premises something that the agent already cares about. 
This makes it easier to see why the agent might care about the conclusion, but 
it simply pushes the problem of  motivational skepticism back one step. It sug-
gests that if  the agent does not already happen to care about any of  the standard 
range of  moral concerns, it will be impossible to persuade him to start doing so. 
There will simply be no way for moral arguments to get a toehold with someone 
who is not already concerned about morality.

It is, however, important to remember that in ethics, as in epistemology, Hume 
himself  was not a skeptic. He advanced skeptical arguments as a way of  clear-
ing the ground for the introduction of  his own positive views. He describes his 
overall strategy as one of  providing a “skeptical solution” to the problems raised. 
The general idea was to show that with respect to some problematic class of  
judgment, even though we have no high-powered justifi cation for doing things 
the way we do, this need not trouble us terribly. Most people do things in the way 
that we might hope they would. Furthermore, people are creatures of  habit, with 
very fi rmly entrenched dispositions. Thus we do not have to worry about them 
reversing course anytime soon. Philosophical skepticism, for Hume, amounts to 
idle speculation. Once we leave the study and venture out into the company of  
men, all of  these doubts fade away.

Hume calls this a “skeptical solution” because it takes as its point of  depar-
ture an acceptance of  the basic skeptical argument. Rather than denying the 
skeptic’s claims, it seeks merely to show that accepting them is not as dire, in 
terms of  its life consequences, as it might initially have seemed. In the case of  
morality, Hume tries to make this point by showing that as a matter of  fact, 
virtuous dispositions are quite widely shared, and in cases where a person is 
not already disposed through “natural virtue” to act altruistically, natural 
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sympathy has a tendency to generate approval of  actions that promote the 
greatest happiness.

John Stuart Mill adopts a similar line of  argument when considering the 
“ultimate sanction” of  the principle of  utility. In the abstract, we can imagine 
persons who are simply devoid of  all moral sentiment (“on them morality of  any 
kind has no hold but through the external sanctions”). But empirically, this is 
extremely uncommon. Furthermore, when it comes to concern for the welfare 
of  others,

Whatever amount of  this feeling a person has, he is urged by the stron-
gest motives both of  interest and of  sympathy to demonstrate it, and to 
the utmost of  his power encourage it in others; and even if  he has none 
of  it himself, he is as greatly interested as any one else that others should 
have it. Consequently the smallest germs of  the feeling are laid hold of  and 
nourished by the contagion of  sympathy and the infl uences of  education; 
and a complete web of  corroborative association is woven round it, by the 
powerful agency of  the external sanctions.3

Thus people start out life with a certain level of  natural altruistic feeling. 
These sentiments are cultivated and “enlarged” over the course of  the child’s 
development, so that a properly socialized adult winds up having considerable 
sensitivity to the welfare of  others, along with a broader willingness to do his 
part in cooperative endeavors. The entire system is a stable equilibrium, as Mill 
implies, since even those who have very little natural sympathy still have an 
interest in seeing it encouraged in others.

It is worth stopping for a moment to consider such “skeptical solutions,” and 
to ask precisely what is wrong with them. After all, it is possible to develop a 
much more sophisticated version using the evolutionary perspective developed 
in the previous chapter. Both Hume and Mill were inclined to treat morality as a 
unitary phenomenon, arising from a single primitive disposition. This not only 
introduced a powerful noncognitivist bias into their thinking about morality, it 
also led them to develop theories that failed to accommodate some of  the most 
important structural features of  our moral reasoning. In particular, neither of  
them was able to explain the deontological character of  many of  our moral intu-
itions. Contemporary developmental psychologists, however, are more inclined 
toward the view that “prosocial” behavior among humans has multiple roots.4

Prelinguistic infants have spontaneous sympathetic reactions (e.g., they may 
become distressed on hearing someone else nearby in distress). Even the very 
young understand that a crying baby requires attention, and may try to attract 
the attention of  an adult or to assist the baby themselves.5 Yet there are other, 
more sophisticated forms of  altruism that only begin to appear at much later 
stages of  development. Many of  them depend on role-taking abilities (the ability 
to see interactions from the perspective of  others), along with the ability to under-
stand that action occurs within a framework of  generalized expectations.6

From an evolutionary perspective, it not surprising that what we call “moral-
ity” should have a complex internal structure. Indeed, we should expect that each 
of  the three evolutionary mechanisms that can sustain altruism (kin  selection, 
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reciprocity, and norm-conformity) should be associated with a  distinct set
of  dispositions, each of  which is capable of  disposing the agent toward “pro-
social” behavior of  a different form. It has often been noted, for example, that 
natural sympathy is extremely limited in scope, and tends to be easier to cul-
tivate when the person who is suffering resembles us in some way, or exhib-
its neotenous characteristics. This would seem to be an obvious legacy of  kin 
selection. Hume noted that “a man naturally loves his children better than his 
nephews, his nephews better than his cousins, his cousins better than strangers, 
where every thing else is equal.”7 This is, of  course, almost a precise statement 
of  the calculus of  inclusive fi tness. Yet both Hume and Mill assumed that human 
morality was constructed by building on and extending these sympathies—and 
thus that the task of  socialization was to make people feel more sympathy for 
more people, more often. From an evolutionary perspective, this is implausible; it 
clearly takes a different sort of  mechanism to sustain human ultrasociality.

Unlike kin selection, reciprocal altruism is a mechanism that requires a much 
higher level of  cognitive sophistication to develop. In particular, it requires the 
capacity to distinguish those who have cooperated in the past from those who 
have not, along with the ability in many cases to keep a “running tab” on how 
balanced the cooperative exchange has been. Thus it would be no surprise to see 
this form of  altruism emerge only later in the developmental process, after more 
sophisticated social reasoning skills emerge in the child. As I mentioned, it is 
plausible to suggest that the “friend/foe” orientation that people deploy in social 
interaction is one of  the psychological dispositions associated with this form 
of  altruism. Indeed, the basic concepts of  virtue ethics can all fi nd behavioral 
correlates in systems of  social interaction structured by reciprocal altruism. At 
this level, prosocial behavior is essentially anchored in a disposition to cooperate 
with specifi c individuals, built up over time through repeated exchanges. One 
can imagine the concept of  virtue and vice arising as essentially the “scorecard” 
used to keep track of  these exchanges. Benefi ting from an altruistic act performed 
by another generates a slight positive cathexis of  that individual (one begins to 
like him, or to ascribe a “virtuous” character). Suffering from a selfi sh or aggres-
sive act performed by another generates a negative cathexis (one begins to dislike 
him, or ascribe a “vicious” character). This is how we passively keep track of  the 
benefi ts we are receiving. Liking someone, in turn, generates a highly general-
ized disposition to act altruistically toward him or her.

Finally, the disposition required for the cultural transmission of  learned 
behavior explains the role that rules play in our moral reasoning. The two dis-
positions discussed above are both substantive, in the sense that they privilege 
particular types of  moral obligations (e.g., to alleviate the suffering of  those 
in distress, or to come to the assistance of  a friend). Yet one of  the features of  
morality that has dominated philosophical discussion since Kant is precisely 
the formal character of  our moral obligations. Principles like the golden rule, 
which can be found in every major culture and religion, do not commit us to 
performing one particular type of  action; they simply insist that each action 
be evaluated as a possible candidate for adoption as a general rule. This can 
be understood as a refl ection of  the fact that our normative control system is 
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fundamentally a disposition toward conformist imitation, and is thus entirely 
vacuous with respect to content. Setting aside the question of  how the content 
of  our obligations is to be determined, we can see how, on the motivational 
front, the disposition to respect moral rules could be understood as an incentive 
to do one’s duty for its own sake.

Of  course, these hypotheses are intended only to be suggestive. It is worth 
observing, however, that the three concepts that have dominated moral psychol-
ogy for centuries—sympathy, virtue, and duty—map quite nicely onto the three 
evolutionary mechanisms that have been posited to explain altruistic behavior. 
Thus if  one wanted to provide a “skeptical solution” to the problem of  motiva-
tional skepticism, there are a number of  very powerful resources available, since 
nature provides much more than just “sympathy,” when it comes to natural feel-
ings that can be “laid hold of  and nourished.”

Furthermore, there would be no danger in committing the naturalistic fallacy 
in such an account. The goal of  a skeptical solution is not to argue that one ought
to care about morality, because of  certain facts about human biology and evolu-
tion. The goal is simply to allay any anxiety produced through skeptical doubts, 
by showing that as a matter of  fact, normally socialized adults do care about 
morality, and that because this constitutes a stable evolutionary equilibrium, it 
should not be expected to change anytime soon. The solution, in other words, 
does not give people a reason to care about morality; it just gives the philosopher 
a reason to stop worrying about the fact that people have no particular reason 
to care about morality.

Consider, for example, how a state-of-the-art “skeptical solution” along these 
lines could be developed using the “sentimental rules” framework elaborated 
by Shaun Nichols.8 Nichols begins with the observation that moral action is 
in many cases overdetermined with respect to motive. People have a “norma-
tive theory”: an internal representation of  the dominant set of  rules governing 
social interaction in the society (this is equivalent to what I have been calling 
the agent’s set of  “principles”).9 Yet in the case of  actions prohibiting harm to 
others, these rules are paired with a strong affective response, which reinforces 
and strengthens the individual’s adherence to the rule. In Nichols’s view, the 
rules are a set of  culturally transmitted social norms, more or less along the lines 
suggested by the “dual inheritance” model of  gene-culture coevolution.10 The 
affective response on the other hand is generated by a mechanism that is a direct 
product of  natural selection (probably for reasons of  inclusive fi tness) at the level 
of  the adaptive unconscious. (Nichols considers, for example, the hypothesis 
advanced by James Blair that people possess a “violence inhibition mechanism” 
that “turns off ” the impulse toward aggressive behavior in response to certain 
“distress cues.”)11 In cases where the agent is acting intentionally (as opposed 
to spontaneously, or unrefl ectively) this module does not directly determine the 
individual’s behavior. On the contrary, it is the explicitly represented “normative 
theory” at the level of  the intentional planning system that motivates the action. 
The signifi cance of  the underlying affective structure is fi rst, that it biases cul-
tural evolution in such a way that norms prohibiting harm are more likely to be 
reproduced than norms encouraging violence, and second, that it makes deviation 
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from the norm less attractive to the individual, and thus makes it more likely to 
be respected even when the individual suffers a failure of  intentional control. 
Thus the biologically evolved structure at the level of  the adaptive unconscious 
enhances the “fi tness” of  a particular norm with respect to the dynamics of  cul-
tural evolution, as well as making it easier to adhere to and enforce the norm at 
the level of  everyday social practice. Altruistic dispositions cultivated at the level 
of  the adaptive unconscious are thereby transformed, somewhat indirectly, into 
moral obligations, at the level of  the intentional planning system.

This analysis has considerable merit. First, it does not try to provide an adaptive 
explanation, in terms of  genetic fi tness, for the possession of  particular intentional 
states. It also explains the relationship between altruism and morality without 
any sort of  reductionism. This makes Nichols’s account preferable to that of  David 
Sloan Wilson and Elliot Sober, for instance, who attempt to provide an evolution-
ary explanation for the fact that individual x, in situation y, has a desire to act 
cooperatively. This both assimilates morality to altruism and commits them to an 
implausible form of  sociobiology with respect to intentional states. As we have 
seen, not only does biology favor plasticity in the domain of  what people desire, but 
so does culture—there are all sorts of  norms that enforce noncooperative behav-
ior. Thus it is clearly preferable to frame the biological analysis in terms of  biases in 
the sphere of  cultural reproduction. Insofar as people have preferences that lead 
them to cooperate, it is because norms enforcing cooperation have enjoyed greater 
reproductive success in the cultural sphere than the other candidates.

The other central attraction of  Nichols’s account—one that ranks it above 
most other versions of  evolutionary moral psychology—is that he is able to 
explain why we all exhibit substantially similar patterns of  moral reasoning and 
judgment, despite the fact that our underlying “moral” dispositions are a grab 
bag of  different structures, created for a variety of  more or less unrelated evolu-
tionary reasons. Psychologist Marc Hauser, by contrast, talks about individuals 
having a generative “moral organ” similar to the one he takes to be responsible 
for grammar.12 Yet he includes in the list of  moral rules generated by this “organ” 
all sorts of  dispositions that could not plausibly be considered the result of  a 
unifi ed evolutionary process. For example, the incest taboo shows up on pretty 
much every list of  moral rules that are thought to have an evolutionary founda-
tion. Yet the incest taboo is related to a very distinct, domain-specifi c psycho-
logical phenomenon, namely, the Westermarck effect, through which children 
raised in close proximity to each other tend to be develop an aversive reaction to 
the thought of  sexual relations with one another. (Thus biological siblings sepa-
rated at birth often fi nd one another attractive, whereas children raised together 
on a kibbutz fi nd the idea of  intracohort sexual relations repulsive.) There is an 
absolutely straightforward evolutionary explanation for this, but of  course, it 
has nothing to do with reciprocal altruism, group selection, or any of  the other 
special mechanisms posited in order to resolve “the mystery of  altruism.” So 
why would it be part of  the “morality” module? Indeed, from an evolutionary 
psychology perspective, it is not clear why it should even be regarded as a moral 
norm. Yet it is universally regarded as such, even by those who adopt a very 
restrictive defi nition of  the term moral.
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Nichols’s analysis provides a simple and elegant explanation. The unifi ed 
framework of  moral reasoning is a consequence of  the fact that we are acting 
on the basis of  a “normative theory” subscribed to at the level of  the inten-
tional planning system. The Westermarck effect functions at the level of  the 
adaptive unconscious. It does not “strictly canalize” behavior, as witnessed by 
the various societies throughout history in which social norms permit or even 
encourage brother-sister marriage. Who you are allowed to have sex with and 
who you are allowed to marry is ultimately determined by social norms. Due 
to the Westermarck effect, however, norms that prohibit incestuous marriages 
have positive affective resonance. Norms that permit it, on the other hand, run 
“against the grain” (and are therefore at a competitive disadvantage in the 
domain of  cultural reproduction). People regard the issue as a moral one, and 
apply the usual structural elements of  moral reasoning (e.g., “Are they respon-
sible? Did they know they were brother and sister?”) because the incest prohibi-
tion is just one norm among many. It is merely an empirical consequence of  the 
Westermarck effect, and the strength of  the “yuck” response that it engenders, 
that the norm is practically universal in human societies.

The model can be applied in a similar way, in order to incorporate the three 
evolutionary precursors to morality outlined above. Like Robert Boyd and Peter 
Richerson, Nichols believes that, in principle, any sort of  rule can be reproduced 
through a system of  cultural inheritance. Thus “nasty” norms can be reproduced 
just as well as “nice” ones, as witnessed by the fact that most societies through-
out human history, including our own, have at times considered it obligatory to 
impose what we now regard as absolutely gratuitous suffering on people. But 
don’t worry, says the Humean, although “nasty” norms can do just as well as 
“nice” ones, as a matter of  fact they tend not to. Thanks to inclusive fi tness, we 
care about our families and those who are close to us. Thanks to reciprocal altru-
ism, we believe in rewarding virtue and punishing vice. And thanks to imitative 
conformity, we believe that duty is its own reward, and that we should refrain 
from “making an exception of  ourselves.” More generally, cultural evolution 
exhibits directionality, toward a “softening of  mores,” as the cumulative effect 
of  these biases acquires increased signifi cance over time. There is, of  course, no 
philosophical necessity about this; it is just a happy fact about the constitution 
of  our nature. So while there is no response to the skeptical argument, this isn’t 
such a problem, since the bias toward “nice” norms is not played out at the level 
of  the intentional planning system anyhow, and so the failure to win this argu-
ment is unlikely to have any impact on the overall process of  moral improvement 
in our society.

7.2. Problems with the Skeptical Solution

While recognizing that Nichols’s theory does not claim to be more than it is, 
there are still some fairly pressing questions that a “skeptical solution” con-
structed along these lines fails to address.13 First of  all, it does not explain why 
we are content to have some of  our affective responses refl ected and amplifi ed 
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by our system of  norms, but in other cases strive mightily to extinguish the 
natural affective reactions that we have. For example, the fl ip side of  the “neo-
teny” response, which evokes a wide range of  caring behavior in the presence 
of  infants, is that the system in question seems also to be fairly fi nely attuned to 
detecting abnormalities in the child that might indicate low returns to parental 
investment. This is most obvious in the case of  Down syndrome and craniofacial 
abnormalities, but people also make much more subtle (unconscious) discrimi-
nations. All of  these deviations from “normal,” neotenous appearance diminish 
the perceived attractiveness of  the infant—both to parents and unrelated par-
ties—which is associated in turn with lower levels of  maternal attention, affec-
tion, responsiveness, and verbal interaction.14 In other words, mothers have a 
tendency to automatically and unconsciously scale back their level of  parental 
investment in a child that is perceived to be abnormal. It is not diffi cult to see how 
such an affective response could underlie certain practices of  infanticide that 
have prevailed at various times in many cultures.15

It would be easy to multiply examples of  “nasty” affective dispositions of  this 
sort that we all share. For example, people have always enjoyed watching others 
being tortured, and “torture as entertainment” is as prevalent in our culture 
as it ever was; we simply substitute clever simulation for the real thing. Thus 
the mere fact that “nice” norms have affective resonance does not explain their 
reproductive success in the culture, since a lot of  “nasty” norms have affective 
resonance as well. Nichols, however, treats the competition as though it involved 
only “nice” norms versus affectively neutral norms, and is thus unable to pro-
vide much reassurance when it comes to dealing with the problem of  “nasty” 
ones. Thus his framework does not provide an adequate explanation for “the 
civilizing process,” or the softening of  mores.

There is also the fact that the dispositions we have often employ very crude 
heuristics, which are quite prone to misfi re. Some of  them are not very good 
at doing what they were supposed to do, in terms of  enhancing genetic fi tness, 
even in the environment of  evolutionary adaptation. The neoteny response, 
for instance, is easily triggered by juveniles of  other species. This has led to the 
emergence of  several (arguably parasitical) species that take advantage of  this 
human propensity. Dogs, for instance, are essentially wolves who have developed 
adaptations that freeze their development at a juvenile stage, thus preserving 
aspects of  neoteny in their appearance and behavior (e.g., barking, playfulness, 
submissiveness). Regardless of  what sort of  use people might put dogs to, the 
fact remains that the development of  a “care” orientation toward members of  
another species represents the misfi re of  an evolved disposition, from the stand-
point of  our selfi sh genes.

There is also the fact that we no longer live in the environment of  evolutionary 
adaptation, and so all sorts of  heuristics that might once have worked rather well 
can no longer be assumed to do so.16 Bioethicists are constantly pressing people 
to look beyond the “yuck” factor, and to consider the reasons for and against 
particular practices. The reason is that the spontaneous affective responses 
we have are completely out of  place in the context of  a modern technological 
society. The invention of  anesthetic, for instance, completely changed medical 
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practice. Surgeons have to go through a long process of  resocialization, so that 
they become able to make forceful and decisive interventions in cases where the 
ordinary person would hesitate (e.g., cutting someone’s sternum open with a 
power saw, in order to do open-heart massage). This requires not only that the 
individual override her own spontaneous affective response, but that norms be 
changed as well, in refl ection of  the fact that our primitive affective responses are 
no longer appropriate.

Perhaps more important, there is simply no reason to think that these heu-
ristics serve our interests, as opposed to the “interests” of  our genes. As Keith 
Stanovich notes, “no human has optimizing genetic fi tness as an explicit goal. . . . 
Thus, the revolt of  the human survival machines—the robot’s rebellion—con-
sists of  gene-built humans trying to maximize their own utility rather than 
the reproductive probability of  their creators in situations where the two are in 
confl ict.”17 Consider, for instance, the example of  a mother who decides not to 
breast-feed for aesthetic or lifestyle reasons.18 Having made this decision, any 
subsequent pangs of  regret she may get when holding her baby can be thought 
of  as her genes trying to assert their infl uence, at the expense of  her own inter-
ests (as she defi nes them). Evolutionary psychologists, however, have often “tac-
itly colluded with the gene” by downplaying the potential divergence between 
instrumental rationality and evolutionary adaptation.19

Of  course, if  our altruistic dispositions were similar to our preference for 
green over blue food, then there would not be too much to worry about. In an 
age of  food coloring, there is no particularly good argument for preserving an 
aversion to blue food, but there is no particularly good argument for changing 
it either. Unfortunately, with altruism, there is an obvious argument to be made 
for getting rid of  whatever natural dispositions we may have. Like Jane Goodall’s 
chimpanzee who woke up one day and realized that calling out to the others 
whenever he found food was not in his interest, we also are in a position to rec-
ognize that confl icts may arise between our altruistic dispositions and our self-
interest. Do you really want kids messing up your beautiful condominium? Do 
you really want friends nagging you for favors all the time? Do you really want to 
let some promise that you made get in the way of  advancing your career?

This is where doubts about the “skeptical solution” arise. The question is 
not exactly “why be moral?” but rather “why not become immoral?”20 Why 
not unlearn or suppress whatever altruistic dispositions we have, and learn to 
ignore the “affective resonance” enjoyed by certain norms? Biology is not des-
tiny, especially when it only serves as a source of  biases in the cultural sphere. 
Ethical vegetarians and animal rights activists frequently publicize their cause 
using photographs of  especially neotenous juveniles of  other species (e.g., harp 
seals) in an attempt to expand our circle of  moral concern. In the same way, 
antiabortion activists use photographs of  late-term fetuses (e.g., sucking their 
thumbs) in an attempt to achieve the same effect. Since the intersection set of  
animal rights activists and antiabortionists is very close to empty, this means 
that almost everyone, in certain cases, is capable of  disregarding the altruistic 
impulses that arise at the level of  the adaptive unconscious. Why not go one step 
further, and get rid of  (or ignore) these responses entirely? In particular, why not 
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eliminate the open-ended cooperative disposition that most people seem to have 
(which leads them to cooperate in one-shot prisoner’s dilemmas) and adopt a 
strictly instrumental orientation, cooperating only when external sanctions or 
potential reciprocation make it prudent to do so? There is an obvious argument 
from self-interest to be made in favor of  doing so. Unless there is a compelling 
counterargument to be made in favor of  altruism, then the broader disposi-
tion begins to appear as simply an artifact of  our evolutionary history, a set of  
behavioral routines that served a useful function prior to our acquisition of  the 
calculative and planning capacities needed to pursue our self-interest in a more 
differentiated fashion (in the same way, for example, that our seemingly natu-
ral tendency to discount future satisfaction may have served a useful purpose 
prior to our acquisition of  the competences needed to calculate probabilities and 
weigh future risks, but now has become unhelpful).

My inclination is to grant that in the case of  the dispositions linked to kin selec-
tion and reciprocal altruism, this argument from self-interest is diffi cult to counter, 
other than by reciting the usual platitudes about the good life, such as the satis-
faction that comes from caring for others—arguments that have force only with 
people who already fi nd such ethical concerns persuasive. A person who found 
preferences of  this sort irksome could rationally choose to change them, using 
whatever psychological techniques were available. We may have good reason to 
discourage a person from doing so (along the lines suggested by Mill), but there is 
no guarantee that we can produce a knock-down argument. However, in the case 
of  our normative control system, the situation is entirely different. Our norm-
conformative disposition is not one that a rational agent could choose to elimi-
nate. There is, as Kantians have long claimed, an internal connection between 
morality and rationality that the “skeptical solution” overlooks. In the remainder 
of  this chapter, I will try to show how this conclusion can be established.

7.3. Transcendental Arguments

The Humean solution to the problem of  motivational skepticism consists in 
granting that there is no knock-down argument to be made for having a motiva-
tional disposition to act morally, but that this is not something to worry about, 
because most people as a matter of  fact do have the appropriate motivation most 
of  the time. The problem with this response is that there is a powerful argument 
from self-interest to be made for losing any such disposition. So even if  most peo-
ple happen to have it, it is diffi cult to see why they should not also make efforts 
to eliminate it. If  one identifi es the agent’s self-interest with his utility function, 
then a disposition to act morally shows up essentially as an expensive prefer-
ence. It has a very high opportunity cost, in the sense that satisfying it requires a 
major sacrifi ce with respect to the agent’s other preferences. Thus, like an addic-
tion, it is a preference that one might fi nd oneself  motivated to eliminate.

In response to this diffi culty, perhaps the most immediate temptation is to 
attempt a straightforward refutation, by challenging the argument from self-
interest. If  it could be shown that the preference in question is not in fact all that 
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expensive, then it might be possible to give the agent a good reason for retaining 
it. This is obviously going to be diffi cult to do in the case of  altruistic disposi-
tions that involve sacrifi cing “the robot” in order to enhance the reproduction 
of  the gene. However, in the case of  altruistic dispositions that enable coopera-
tion—defi ned in terms of  the interests of  the individual, not the gene—there 
would seem to be much greater chances of  mounting a successful defense. Our 
norm-conformative disposition may have evolved for all sorts of  reasons involv-
ing the genetic fi tness of  various social learning strategies, issues that are of  no 
ongoing interest or concern to us as individuals. However, given that we have 
such a disposition, and given that it helps us to sustain wide-ranging systems 
of  cooperation that generate signifi cant collective benefi ts, is there not an argu-
ment from self-interest to be made for retaining it?

Unfortunately, the answer is no. In fact, posing the question in this way gets 
us right back to where we started at the beginning of  chapter 2. If  it were possi-
ble to produce a strictly instrumental argument for adopting (or keeping) a coop-
erative choice disposition, then some kind of  rule-instrumentalism would prove 
to be correct. It would be possible to provide a strictly instrumental account of  
social order, and there would be no need to assign any sort of  sui generis force to 
deontic constraints. The problem is that our self-interest encourages us to coop-
erate only when doing so is essential to securing reciprocity, and to defect when 
we are able to do so with impunity. Thus what instrumental rationality recom-
mends to us is simply instrumental rationality, unfettered by any special choice 
dispositions or constraints.

Yet all is not lost. It may pay to reexamine the assumption that an argument 
in favor of  our altruistic dispositions must appeal to the individual’s self-interest, 
conceived of  in instrumental terms, in order to be effective. As we have seen, the 
sort of  rationality that individuals exhibit at the level of  the intentional plan-
ning system is more complex than that. Furthermore, in the case of  the norma-
tive control system, certain of  the competencies that individuals rely on when 
engaged in the process of  rational deliberation seem to presuppose the very 
motivational structures that are the object of  deliberation. This suggests that a 
transcendental justifi cation of  the relevant disposition might be more successful 
than an appeal to self-interest. Yet this Kantian argument form, despite being 
widely used in attempts to defuse epistemological skepticism, has not received 
widespread attention in the debates over practical rationality.21

The basic transcendental strategy is not to refute the skeptic directly, but 
rather to neutralize skeptical doubts by showing that they are cognitively 
inaccessible. This can be achieved by showing that while these doubts appear 
plausible at fi rst glance, on closer examination they turn out to violate certain 
conditions of  possibility of  thought. So while we have no particular reason for 
thinking the way we do, the alternatives are all demonstrably incoherent. The 
equivalent argument in the case of  motivational skepticism would take a slightly 
different form. Since here the skeptic is making a pragmatic rather than a theo-
retical recommendation, a transcendental justifi cation of  norm-conformity 
would show that the skeptic’s recommendations are pragmatically inaccessible 
to us. We have no particular reason, in the abstract, to follow the rules, but given 
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that we are disposed to do so, we cannot coherently choose to abandon this 
disposition.

To see how a transcendental argument against motivational skepticism would 
go, it is helpful to recall the circumstances under which Kant pioneered this 
argumentation form. Kant’s most signifi cant argument of  this type concerned 
our conception of  the physical world as a causal nexus. In his epistemological 
work, Hume pointed out that observation alone is insuffi cient to give us a very 
rich conception of  causality. All that we ever see, he argued, is a series of  discrete 
events. The idea that there could be any underlying connection between them, 
much less one that would allow us to predict the outcome of  future interactions, 
is not something that experience alone can furnish. He concluded, on these 
grounds, that our idea of  a causal connection arises only from a certain habit of  
mind. Having seen events unfold in a certain sequence, he argued, we develop a 
tendency to expect the same sequence again under similar circumstances. This 
is the way we are inclined to think, and there is no reason that other people 
should not think differently. And if  we encountered someone who didn’t have 
this particular habit of  mind, there isn’t much we could do to recommend it to 
her. (Again, his “skeptical solution” is to say that since everyone we meet has this 
habit, there is not really anything to worry about.)

Kant responds to this argument by fi rst granting the core of  the “psycholo-
gistic” thesis. Causal relations are not something that, strictly speaking, we per-
ceive; they are something that we “read into” experience. This does not entitle 
us, however, to regard them as arbitrary, or as merely a habit of  mind. This is 
because, Kant claims, we would not be able to have a perceptual experience of  
an object if  we did not also conceptualize it as something that fi ts into a causal 
nexus. So while we “happen” to treat objects as though they were causally con-
nected, there is nothing arbitrary about this, since we would not be able to per-
ceive them at all if  we did not do so.

The argument that purports to establish this conclusion is the notoriously 
obscure transcendental deduction.22 The details of  this particular argument are 
not especially important here; it is the form that is of  interest. The transcen-
dental deduction does not attempt to justify directly our imputation of  a causal 
ordering to events (i.e., it does not provide us with a reason why we should do 
so), and it is certainly not designed to convince someone who doesn’t have this 
structure of  mind that he should acquire it. In this respect, the transcendental 
deduction is not really a justifi cation of  our claims about causality.23 The way 
Kant develops it, it is simply a way of  disarming a certain sort of  philosophical 
anxiety. He is claiming, in effect, that even if  we can’t justify the way things are, 
the alternative cannot be coherently conceptualized, and so we don’t have to 
worry about it. Thus the task of  philosophical justifi cation is supplanted by the 
critique of  metaphysics—“metaphysics” here denoting the temptation to specu-
late about what might happen under inconceivable circumstances.

The conclusion of  Kant’s argument can be clarifi ed by reconstructing it 
within the framework of  contemporary modal semantics. It is common these 
days to understand modal operators—necessity, possibility, impossibility—as a 
set of  restricted quantifi ers over possible worlds. They are restricted by an implicit 
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accessibility relation.24 Thus to say that p is necessary is to say that p is true at all 
possible worlds accessible to our own. Different accessibility relations then pro-
duce different concepts of  necessity. If  all worlds with the same laws of  logic as 
our own are considered accessible, then this provides the notion of  logical neces-
sity. If  all worlds with the same laws of  physics as our own are considered acces-
sible, then this provides the notion of  physical necessity. Within this framework, 
transcendental necessity can be introduced simply by defi ning a new accessibil-
ity relation. According to this view, a proposition is transcendentally necessary 
if  it is true at all possible worlds cognitively accessible to our own.

If  we think that the limits of  what can be coherently conceptualized are 
determined only by the laws of  logic (i.e., anything noncontradictory can be 
conceived), then this transcendental accessibility relation will be redundant. 
But for Kant, this would be true only of  a purely “discursive” intellect (i.e., God). 
As corporeal beings, we are restricted in what we can perceive. This imposes a 
broadly verifi cationist constraint on what we can conceive, which in turn makes 
the notion of  cognitive accessibility much narrower than that of  logical accessi-
bility. Thus the set of  cognitively accessible possible worlds are those containing 
states of  affairs that could be objects of  possible intuition (i.e., that could be per-
ceived). The transcendental deduction attempts to show that a world in which 
there are no causal connections between events, while logically possible, is not 
transcendentally possible (because states of  affairs in it could not be perceived, 
given the kind of  mental equipment we have). Because our system of  perception 
requires us to conceive of  objects as causally linked, the existence of  such con-
nections is true at all possible worlds cognitively accessible to our own, and so it 
is transcendentally necessary.

While Kant was primarily interested in the constraints that the structure of  
perception imposes on conceptualization, the linguistic turn drew attention to 
the role that language plays in constraining the range of  conceptualizable states 
of  affairs. With Wittgenstein came the recognition that in order for a state of  
affairs to be cognitively accessible to us, it must be possible for us to say what 
that state of  affairs consists in. This is the idea underlying his claim that “the 
limits of  language are the limits of  my world.”25 But not just anything can be said. 
Certain constraints must be satisfi ed in order to make an intelligible statement. 
As a result, many philosophers began to suspect that the question of  which pos-
sible worlds are cognitively accessible to our own would be best answered by 
developing a theory of  meaning.

One immediate consequence of  this view is that any conditions that must be 
satisfi ed in order for language to function correctly will be transcendentally nec-
essary. To take one example, Donald Davidson has argued that the interpreta-
tions we give to one another’s linguistic behavior are severely underdetermined 
by the evidence available to us.26 Any particular utterance can be interpreted in 
a variety of  different ways, simply by varying the beliefs that we ascribe to the 
person who uttered it. And since these beliefs are propositional attitudes, the 
content of  these beliefs can be varied by changing the interpretations that we 
give to these sentences. As a result, the only way we can possibly understand 
one another is if  we privilege one of  these interpretations. Davidson argued that 
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we do so by selecting the ascription of  meaning and belief  that maximizes the 
number of  true beliefs held by that individual—this is the famous “principle of  
charity.”

It is a consequence of  the principle of  charity that belief  is intrinsically veridi-
cal. In order to ascribe a set of  predominantly false beliefs to an individual, one 
would have to interpret this person uncharitably (since it is always possible to 
make more of  these beliefs come out true by changing one’s assumptions about 
what the person means by what she says). But once the principle of  charity is 
abrogated, there is no longer much left to go on in constructing an interpreta-
tion. People can be interpreted as saying or believing pretty much anything at 
all. This makes it impossible to fi gure out what the contents of  these beliefs are, 
and as a result, gives us no reason to ascribe content to them in the fi rst place. 
Thus a world in which people have predominantly false beliefs is not cognitively 
accessible to us.

This consequence is what underlies the Davidsonian response to Cartesian 
skepticism.27 “Evil-demon” thought-experiments, in which one has been tricked 
into developing beliefs about the world that are systematically false, describe a 
state of  affairs that is not logically contradictory, but is at the same time not con-
ceivable. Under such circumstances, we would have to reinterpret these beliefs 
so that they come out predominantly true. As a result, such skeptical thought-
experiments are metaphysical in the Kantian sense—they ask us to speculate 
about events that occur in possible worlds that are not cognitively accessible to 
our own.

Again, it is important to note that Davidson’s transcendental argument in 
defense of  the intrinsic veridicality of  belief  does not provide a positive justifi ca-
tion for their having this status. What he says is something more like “well if  they 
didn’t, we wouldn’t be having this conversation.” It is a brute fact about us that 
we interpret one another charitably. But since we wouldn’t be able to interpret 
one another at all without doing so, given that this principle provides the central 
criterion of  the intelligibility of  our utterances, any speculation about suspend-
ing it, or doing things some other way, is cognitively idle. And if  we did happen 
to meet someone who didn’t interpret utterances charitably, then we would not 
be able to persuade her that she should, simply because we would not be able to 
understand what she was doing at all.

7.4. The Argument

The question, then, is whether the motivational structures associated with 
norm-conformity are merely conventional, or whether they are transcenden-
tally necessary. Because social norms prescribe particular actions, independent 
of  their consequences in particular cases, the normative control system shows 
up as a form of  deontic constraint on the agent’s ability to pursue his or her 
objectives in an instrumental fashion. Thus it can also be conceived of  as a 
disposition that results in our principles being assigned signifi cant deliberative 
weight, relative to our desires. However, the analysis of  the game of  giving and 
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asking for reasons, presented in chapter 5, section 4, suggests that this disposi-
tion to accord normative reasons for action deliberative priority is a precondi-
tion of  all rational thought, and is therefore not something we can coherently 
opt to change.

The underlying picture of  human rationality is as follows. Humans start out, 
much like other primates, relying on a massively parallel system of  cognition, 
made up of  a set of  domain-specifi c heuristics that have evolved as a way of  
addressing particular problems that presented themselves with some frequency 
in the environment of  evolutionary adaptation. All primates engage in social 
learning (whereby, instead of  engaging in trial-and-error learning, they look to 
the behavior of  conspecifi cs for clues as to the best strategy). Humans, however, 
hit on a particular heuristic—imitation with a conformist bias—that has signifi -
cant adaptive value. In particular, the fi delity of  the copying strategy is suffi ciently 
great that it enables cumulative cultural change, and thus creates a cultural 
inheritance system.28 It also creates the preconditions for genuine rule-following 
to emerge, and hence for the development of  norms-implicit-in-practice. This cre-
ates the possibility of  semantic intentionality, and propositionally differentiated 
language (whereby the meaning of  propositions becomes independent of  their 
immediate context of  use). Thus language develops, initially, as an external social 
practice. However, the enhancement of  our cognitive abilities associated with this 
“language upgrade” leads individuals to increased dependence on language as a 
tool for planning and controlling their own behavior. Thus the intentional plan-
ning system develops as the seat of  conscious, rational action. Theories of  ratio-
nal action (such as decision theory) are not psychological theories that attempt 
to model underlying “springs of  action.” They are essentially expressive theories, 
which attempt to work out the normative commitments that are implicitly under-
taken whenever we act on the basis of  our beliefs and preferences. Thus they are 
part of  the toolkit that is provided to us by the language upgrade.

The intentional planning system enjoys a certain measure of  autonomy from 
other cognitive systems, in the sense that it has the capacity to override behav-
ioral impulses arising from the adaptive unconscious. (The mechanism here is 
not fully understood, and is subject to considerable dispute.) We form linguis-
tically explicit representations of  our own bodily needs, affective responses, 
along with goals that we are disposed to seek. In so doing, we can choose to 
ignore, defer, sublimate, reschedule, and otherwise fi ddle with our more primi-
tive behavioral dispositions. Of  course, one of  these behavioral dispositions is 
our propensity to engage in imitative conformity. As we have seen, people rely 
on imitation in order to establish “default social behavior.” As Ap Dijksterhuis 
puts it, “we are wired to imitate and we do it all the time, except when other 
psychological processes inhibit imitation.”29 The reason it is more noticeable in 
human infants is simply that they have not yet developed higher-order mental 
or cognitive processes able to override it. At the level of  the intentional planning 
system, this imitative “refl ex” receives explicit representation in the weight that 
we assign to social norms, relative to our concerns about the consequences of  
our actions. It becomes our “norm-conformative disposition,” comparable to the 
discount rate we use to trade off  present against future satisfaction.
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The question then becomes: why do we not try to get rid of  this imitative 
propensity, once we have developed the capacity for fully intentional, rational 
action? Why assign it any weight in our system of  priorities, as opposed to try-
ing to expunge or suppress it? Human infants may be “imitation machines,” but 
once we’ve acquired the benefi ts of  cultural inheritance, why not discontinue 
the learning mechanism? This is where the transcendental justifi cation of  our 
norm-conformative disposition comes in. One can imagine an argument having 
three steps, as follows.

1. Language is a social practice. It is a commonplace view among those impressed 
by the work of  the later Wittgenstein that the meaning of  linguistic expressions 
is determined by their use. The key point for the purposes at hand is that the use 
of  such expressions is determined not just by conventions, but norms-implicit-
in-practice. The most highly articulated version of  this claim can be found in 
the work of  Robert Brandom, who argues (as we have seen) that the meaning 
of  linguistic expressions is determined by their inferential role. This role is to 
be understood as a kind of  deontic status in the language game of  assertion. 
Producing an utterance with assertoric force commits one to a series of  further 
utterances. The utterance is permissible only if  one has an entitlement to make 
it, on the basis of  some other set of  utterances. For Brandom, to understand the 
meaning of  an expression is to grasp this set of  commitments and entitlements.

It is a consequence of  this view that the capacity to produce a meaningful 
utterance, that is, an utterance that will be understood by others, requires the 
capacity to take on and discharge such commitments. (Consider the case of  a 
speaker who says “I’m going for a walk” but then does not acknowledge any of  
the inferential consequences of  this utterance, or perform any of  the actions that 
would be consistent with the kind of  commitment undertaken. If  one grants the 
speaker’s sincerity, one has no choice but to suspect that he either meant some-
thing else by what he said, or else simply didn’t understand what the words he 
used meant.) If  language is grounded in a normatively regulated social practice, 
then it follows that only agents capable of  making and respecting deontic con-
straints should be able to produce meaningful utterances. (Note the parallel to 
the Davidsonian position outlined above. Instrumentally rational agents could 
produce utterances that sound exactly like the utterances produced by agents 
exercising normative control. It is just that we would have no grounds for ascrib-
ing content to these utterances.)

2. Intentional states are deontic statuses. As we have seen, there is an internal 
connection between belief  and assertion. A belief  appears to achieve in foro 
interno what an assertion achieves in foro externo. While one tradition in phi-
losophy of  language seeks to explain assertion as the expression of  a belief, the 
“social practice” perspective developed and defended here suggests that beliefs 
are best understood as a kind of  deontic status. To say that someone believes 
that p is to say that this person is committed to the claim that p (and so could, for 
instance, be called on to display her entitlement to p, or acknowledge some of  the 
further commitments that follow from p). In order to counteract the tendency to 
reify these sorts of  intentional states (i.e., to think of  them as something inside 
the agent’s head), Brandom suggests that we use the term “doxastic commitment” 
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instead of  belief.30 From this, it follows that only an individual with a norm-
 conformative disposition can have contentful beliefs, because only such a person 
is able to respond to his deontic status (including his doxastic commitments). A 
person who doesn’t follow rules provides others with no grounds for the ascrip-
tion of  contentful intentional states.

3. To decide that one should reason purely instrumentally, and then do it, would 
be to respond to a deontic status, and so would be an exercise of  normative control.
This puts things a little bit too neatly, but it conveys the general idea. In order 
to rationally refl ect on one’s norm-conformative disposition, one must acquire 
a series of  doxastic commitments, and then track their consequences. This is 
what makes the process recognizable as reasoning, rather than just behavior. But 
as a result, our normative control system is not just a preference we happen to 
have; it is a capacity that we must exercise in order to carry out the process of  
rational refl ection. Questioning our disposition to assign deliberative weight to 
normative reasons for action is therefore cognitively idle, because the very intel-
ligibility of  the question depends on a background exercise of  precisely such a 
disposition. Similarly, the force of  any conclusion that one might draw is cogni-
tively idle, since it will only be implemented by an agent willing to follow through 
on commitments entailed by a given process of  reasoning. Put otherwise, from 
the standpoint of  rationality, normative control is transcendentally necessary. A 
rational agent could never choose to eliminate it, because normative control is a 
condition of  possibility of  thought.

It is always possible that we might opt to become a homo economicus through 
some kind of  radical existential choice. The point is simply that this is not some-
thing that could rationally recommend itself  to us. In the same way, we could 
cease to interpret people charitably. But in so doing, we would cease to interpret 
them at all, and so would be opting out of  rational agency.

The key idea in this argument is that because rationality involves the use of  
language, and because learning language requires mastery of  a normatively 
regulated social practice, normative control is a precondition of  rational agency. 
This is not to deny that people can engage in acts of  social deviance, or that they 
can rationally choose to do so. The claim is simply that because of  the inter-
nal connection between normative constraint and rationality, it is impossible to 
argue oneself  out of  having a norm-conformative choice disposition. By the time 
one has the capacity to engage in this sort of  deliberation, it’s too late. (To use a 
computer metaphor, it’s like trying to patch our own operating systems, when 
the fi les we are hoping to modify are in use, and we have no option to reboot. It 
is easy to look at such a system and wonder why it was put together the way it 
is, as opposed to some other way. But this is idle speculation, from a pragmatic 
perspective, once it is up and running.)

Immorality, in this context, is like false belief  for Davidson. It is possible to per-
suade oneself  that one has a few false beliefs. But one cannot persuade oneself  
that one’s beliefs are systematically false, because this is inconsistent with the 
presuppositions of  rational agency. Similarly, it is possible to persuade oneself  to 
perform specifi c actions that are wrong, but it is impossible to argue oneself  into 
a state where one no longer experiences the force of  normative constraints.
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Thus there is a signifi cant asymmetry between the normative control system 
we acquire and any other disposition that is associated with altruistic conduct. 
We may be able to train ourselves to resist feelings of  sympathy, or to unlearn 
many of  the instincts that underlie virtue ethics, but we cannot choose to elimi-
nate our normative control system in the same way. The difference is that the 
capacity for normative control functions as one of  the building blocks that is used
in the development of  more sophisticated cognitive competences. This is why 
“inhibitory control” is regarded by psychologists as one of  the most important 
characteristics of  the intentional planning system as a whole, and not merely 
the normative control system.31 Normative constraint and rationality are part 
of  an evolutionary “package deal.”

7.5. Objections

This argument gives rise to a number of  fairly immediate objections. Three of  
them are worth discussing in detail:

1. Even if  all this is correct, couldn’t we be disposed to respect only those deon-
tic statuses that are needed to participate in the practices that constitute our 
linguistic abilities—and thus our capacity for rational deliberation?

The assumption throughout this book has been that the agent’s normative 
control system is perfectly general—that it constitutes a disposition to conform 
to norms in general, and not any one particular class of  norms. There is, of  
course, a very plausible evolutionary story that can be told to explain the purely 
formal character of  this disposition (drawing on its origins in imitative learn-
ing). Yet the skeptic might counter the transcendental argument by suggesting 
that the agent adopt a more fl exible disposition, one that leads her to respect 
only “cognitive” norms, while systematically violating all other moral or social 
norms. Thus she might eliminate the disposition to act morally, while still pre-
serving the disposition to respect those norms that are constitutive of  the game 
of  giving and asking for reasons, and thus the cognitive content of  her inten-
tional states.

When considering this possibility, it is important to keep in mind E. O. Wilson’s 
observation that “cultural behavior . . . seems to be a psychological whole invested 
in the brain or denied it in a single giant step.”32 One simply does not fi nd people 
who are socialized in such a way that they are disposed to conform to only one 
half  of  a culture, but not the other half. People may dissent from the culture, and 
may contest or reject specifi c norms, but they are still disposed to conform to 
norms generally. So while one can imagine evolution producing a creature that 
was motivated to respect cognitive norms only, or a race of  intelligent machines 
designed in this way, neither would bear much resemblance to ourselves. There 
may be an element of  evolutionary path-dependency in our own particular style 
of  culture-dependence—so that once an open-ended imitative disposition is 
developed, it is very diffi cult to modify it in the direction of  a more selective dis-
position (in the same way that once a compound eye has developed, it is diffi cult 
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to move in the direction of  a lensed eye, and vice versa). If  so, then it is merely 
a happy accident of  our nature that rational refl ection does not undermine our 
motivation to act morally.

There are also philosophical reasons for thinking that there is a problem 
with the type of  compartmentalization that would be required in order to 
obey only cognitive norms. One of  the key features of  the pragmatist order of  
explanation is the insistence that empirical content enters into the game of  
giving and asking for reasons through both language-entry and language-exit 
moves.33 Language-entry moves typically consist of  observations, and provide 
the representational dimension of  linguistic meaning. Language-exit moves 
consist of  actions, and provide the pragmatic content of  meaning. Mastery of  
an expression involves familiarity with both the “upward” reasons that entitle 
one to it and the “downward” consequences of  accepting it.34 Producing intel-
ligible utterances involves not only responding to one’s environment in a cer-
tain way but also acting in a way that is consistent with these utterances (this 
is the point of  the quotation from Sellars in chapter 5, section 7). Since these 
downstream consequences may involve any sort of  action that falls under an 
intentional description, there is no discrete set of  norms that constitutes “the” 
practice of  assertion. Language is woven into the fabric of  all social interac-
tion, and so requires the capacity to respond to one’s deontic status generally, 
not some specifi c set of  such statuses. In the same way that there is no prin-
cipled distinction between “knowledge of  language” and “knowledge of  the 
world” on the language-entry side, there is no principled distinction between 
“knowledge of  language” and “knowledge of  what to do” on the language-exit 
side.

This does not mean that a person must actually endorse the prevailing set of  
social norms in order to use language. It means only that a person must have 
a generalized disposition that results in her assigning normative reasons for 
action considerable deliberative weight. It is still possible for an agent who has 
such a disposition to reject some large set of  the prevailing social norms, while 
accepting the more immediately “cognitive” ones (the same way a person might 
refuse to accept some signifi cant segment of  our everyday empirical beliefs). But 
such a person poses a different sort of  problem from the one posed by the purely 
instrumental agent. The problem here is one of  content skepticism, not motiva-
tional skepticism. The purely instrumental agent is someone who simply does 
not respond to his or her deontic status, and so will not feel the practical force of  
any moral argument. The deontically constrained maximizer who rejects some 
set of  social norms feels the force of  such arguments, but simply denies that they 
are sound. Thus he would be motivated to act in a norm-conformative fashion, 
if  only he could be talked into accepting the relevant social norms. That the lat-
ter sort of  people exist does not constitute an objection to the transcendental 
argument presented above, because this argument is intended only to preclude 
the former.

2. Does this argument not run the risk of  proving too much? Is it not the case 
that we sometimes meet rational people who genuinely lack a norm-confor-
mative choice disposition? After all, people often violate their duties.
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Far too many philosophers, including both Kant and David Gauthier, assume 
that moral agents must assign lexical priority to normative reasons for action, so 
that reasons that arise from the rules simply trump whatever concern one may 
have for the consequences. I am inclined rather to regard the normative con-
trol system as a disposition that assigns a certain weight to normative consider-
ations. Principles are more or less important, just as desires can have greater or 
lesser priority. The choice disposition simply assigns a weight to these normative 
constraints relative to one’s desires (in exactly the same way that one’s pruden-
tial constraint, expressed in the form of  a discount factor, assigns a weight to 
future preferences relative to present ones). As a result, it is possible to submit to 
temptation, without having this refl ect any disturbance of  the underlying choice 
disposition. In the same way that short-term satisfaction can simply overshadow 
the long-term consequences of  an act, it can also overshadow concerns over its 
impropriety.

One no doubt encounters an enormous amount of  variation in the strength 
of  this normative control system from person to person, ranging from hyper-
conformism on one side to moral laxity on the other.35 Most of  the “everyday 
immorality” one encounters is, I would argue, the result of  laxity, and not a fun-
damentally different choice disposition. It is also worth noting that most people 
do not respond to cases of  serious moral laxity with argumentation alone. We 
generally respond to moral intransigence by sanctioning the offender. Although 
this sometimes takes the form of  outright punishment, it is often more subtle. 
We cease to trust persons with poor moral character, we refuse to cooperate 
with them, we disassociate ourselves from them, and we symbolically censure 
their actions. This is just the mechanism of  socialization at work. It is precisely 
through the internalization of  these sanctions that the moral choice disposi-
tion is reinforced. Thus one does not always have to argue people into assigning 
moral considerations greater deliberative weight; one can also socialize them to 
do so.

An adult who genuinely assigns no weight to normative considerations is not 
someone who lacks a particular sort of  sensitivity, but someone who has suf-
fered a more general failure of  socialization. Such persons no doubt exist, but 
the point to note is that this failure of  socialization, which impairs their ability 
to feel the force of  normative constraints, also impairs their ability to respond to 
rational argumentation. Argumentation is ultimately a form of  moral suasion. 
A certain threshold level of  normative constraint is needed in order to function 
as a fully rational agent. It is a mistake to assume that moral commitments, in 
order to be justifi ed, need to be justifi able to those who fall below this threshold, 
since only those above the threshold are able to act as full participants in the 
game of  giving and asking for reasons.

Finally, it should be noted that a lot of  behavior that we are inclined to classify 
as evil is in fact rationalized. People who do bad things usually have some kind 
of  story that purports to justify the conduct from the moral point of  view. Rather 
than exhibiting straightforward deviance with respect to the prevailing set of  
social norms, what people more often do is make socially deviant use of  what are, 
in principle, legitimate excuses.36 For example, they will argue that they had “no 
choice” in the matter, or that they were merely punishing the victim, perhaps 
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preemptively, for some other offense, or that they did it out of  allegiance to some 
higher principle, and so on. These ex ante rationalizations neutralize the force 
of  the agent’s own normative judgments, and therefore allow the agent to “have 
his cake and eat it too,” by retaining allegiance to the dominant system of  norms 
and values, while at the same time exempting his own actions from its impera-
tives, thereby freeing him to pursue his self-interest in a relatively unconstrained 
fashion.37 In many cases, a cognitive norm will be violated (e.g., “stealing” is 
described as “borrowing”) in such a way as to allow the offender to claim that 
he was in compliance with a more heavily weighted moral or legal norm (e.g., 
“don’t steal”).The key point is that in such cases, agents are responding to accu-
sations of  impropriety, not by disavowing the norms, but by providing reasons 
for their actions that have force within the existing normative framework. The 
problem is that the reasons they provide are overly self-serving. Nevertheless, 
these people are not genuinely “opting out” of  morality, in the way that the moti-
vational skeptic imagines, they are merely behaving badly.

3. What about psychopaths?

The fi gure of  the “psychopath” or “sociopath” sometimes shows up in phil-
osophical discussions as a stand-in for the moral skeptic, proof  that there are 
individuals who simply do not feel the force of  moral constraints, even though 
they exhibit otherwise normal reasoning and social skills. They are completely 
amoral, and yet highly intelligent and manipulative. This in turn appears to 
suggest that “morality” is a relatively modular component of  our neural archi-
tecture, one that can be removed without compromising cognition or inten-
tional planning. This highly stylized characterization of  psychopathy, however, 
is constructed largely for philosophical purposes. The clinical phenomenon is 
somewhat more complex.There are two threads that combine to produce the 
syndrome that is referred to as “primary psychopathy.” The most important is 
the absence of  certain social emotions, in particular, a lack of  sympathy for oth-
ers. In other words, what psychopaths appear to lack is not morality per se, but 
rather one of  the more archaic roots of  altruistic behavior among humans—the 
capacity for sympathetic identifi cation (i.e., the altruistic disposition most likely 
to be the result of  kin selection). It is not surprising that this capacity should 
be relatively “modular,” that there should be variation with respect to it in the 
population, and that it could be removed without affecting general cognition. 
(And it is therefore unsurprising that, as Linda Mealey observes, psychopathol-
ogy has an inheritable component, that the occurrence of  primary psychopathy 
is relatively invariant across cultures, and that it occurs more frequently among 
men than women.)38

A person could have this sort of  emotional defi cit and yet still act perfectly 
“morally”—by virtue of  respecting the prevailing set of  social norms. The cen-
tral characteristic of  psychopaths in this regard, as Nichols observes, is that their 
incentives for respecting moral rules tend not to be overdetermined. Thus, inso-
far as they avoid harming others, it is not because they feel any sort of  abhor-
rence at the prospect, but simply because they regard it as not the sort of  thing 
that is done.39 In a sense, their problem is that they have too much of  a Kantian 
moral psychology. There is no fail-safe, in cases where their adherence to the 
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rules fails. When they become disinhibited, for instance, they are capable of  great 
violence, simply because they are unconstrained by any sort of  fellow-feeling or 
sympathy.

The second aspect of  psychopathy is a general weakness of  normative control, 
manifested in the form of  impulsivity, inability to respect commitments, “poor 
behavioral controls,” and a “lack of  realistic, long-term plans.”40 This is far more 
common in the population at large (where it is known as “subclinical antisocial 
personality” or “secondary sociopathy”) and probably has no biological basis.41

These people have weak normative control (or “moral laxity”), engage in antiso-
cial behavior, but experience the normal range of  social emotions. In this case, 
however, it is noteworthy that such individuals do suffer defi cits in rational-
ity, particularly when it comes to planning. They do not suffer simply from an 
absence of  morality, but from very general weakness of  their intentional plan-
ning system. This suggests that norm-conformity, unlike sympathy, is not simply 
a module that can be plucked out, leaving the rest of  the individual’s cognitive 
competences intact. Although there is a negative correlation between secondary 
sociopathy and general intelligence, what is more striking about these individu-
als is that they exhibit what Stanovich calls “dysrationalia.”42

What links these two syndromes together in some individuals is the fact that 
children suffering the emotional defi cit associated with primary sociopathy often 
develop a weak normative control system as a consequence, by virtue of  the fact 
that the absence of  social emotions makes them less responsive to certain types 
of  rewards and punishments. Simply put, they are more diffi cult to socialize. 
It is the combination of  the two that generates the more dangerous forms of  
psychopathy. Nevertheless, the two syndromes are distinct from one another, 
and many people suffer from one but not the other. The typical media image 
of  the cool, calculating psychopath is that of  an individual who lacks emotion, 
but suffers no defi cits at the level of  normative control. This is in fact not the 
typical profi le of  a psychopath. But either way, the existence of  psychopathy as 
a syndrome poses no challenge to the empirical claims that serve as the basis 
for the transcendental argument advanced here. Psychopaths have important 
emotional defi ciencies, which clearly prevent them from having a normal moral 
sensibility, but they are not rational amoralists—on the contrary, they are nei-
ther fully amoral nor fully rational.

7.6. Conclusion

The general point of  the transcendental argument is to show that we need not 
worry about how to justify our norm-conformative choice disposition to individ-
uals who do not feel the force of  deontic constraints. As a result, the argument 
would not convince a Martian to become moral. The purpose of  the transcen-
dental argument is to show that we don’t need to convince aliens in order to 
allay our doubts about the defensibility of  our own moral commitments. Those 
who have attempted a direct refutation, therefore, take on an unnecessary bur-
den of  proof—and then fi nd themselves unable to discharge it. The transcen-
dental argument shows that the person who asks “What if  you could take a pill 
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that would make you a purely instrumental utility-maximizer?” is similar to the 
person who asks “How do you know that your beliefs aren’t all false?” We do not 
require a step-by-step argument that excludes this claim. The question is intel-
ligible only under assumptions that are metaphysical in the pejorative sense of  
the term. Our inclination to respect deontic constraints—to follow the rules—is 
therefore not given any sort of  high-powered philosophical justifi cation; it is 
simply shown to be inescapable for a rational agent.

In this respect, the norm-conformative choice disposition differs from the two 
other mechanisms that contribute to prosocial behavior among humans. There 
is nothing irrational about seeking to overcome one’s natural feelings of  sympa-
thy, or one’s inclination to reciprocate kindness that has been shown by others. 
It is vicious to do so, but it is not formally precluded by one’s status as a ratio-
nal agent. However, any attempt to overcome one’s inclination to conform to 
social norms—to become a pure consequentialist—is formally precluded. Yet it 
is not irrational in the instrumentalist’s sense of  the term (i.e., contrary to one’s 
self-interest, narrowly conceived). It is irrational because such a decision would 
constitute the rejection of  rationality as well. The intentional planning system 
that we have is fundamentally dependent on the normative control system. As a 
result, we cannot escape the authority of  norms without denying the authority 
of  reason.



The purpose of  demonstrating the transcendental necessity of  a norm-
 conformative choice disposition is to show that the problem of  motivating 
agents to act morally is not, strictly speaking, a philosophical problem. Insofar as 
they are rational, agents will be motivated to respect deontic constraints, by a 
disposition that broadly resembles what Kant called “Achtung fürs Gesetz.” This 
disposition is completely neutral with respect to content. It enjoins us to do our 
duty, whatever that duty may be (or to act in accordance with our principles, 
whatever those principles may be).1 The transcendental argument simply shows 
that this disposition is required in order to participate in the game of  giving and 
asking for reasons, which is in turn the foundation of  rational argumentation. 
Thus rational agency turns out to require a set of  competencies that are a subset 
of  those that are constitutive of  moral agency. As a result, while one may need 
to argue with others in order to persuade them that some particular normative 
constraint is justifi ed (such as the prohibition of  adultery, theft, or lying), one 
need not argue with them about whether it is worthwhile being motivated to 
respect those norms that they do happen to recognize. A prior consensus on that 
point can safely be assumed, by virtue of  the fact that one is arguing with them.

An enormous number of  philosophers, however, have been persuaded that 
even after a decision has been made that one ought not, for example, commit 
adultery, it is still very much an open question whether or not one will act on 
this conviction. People seem to make resolutions and break them all the time, 
so obviously just deciding that one ought or ought not do something is not 
enough to settle the issue. The transcendental argument, therefore, appears to 
close up the gap between moral judgment and moral action in a way that is 
manifestly contrary to our everyday experience of  temptation, not to mention 
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self-consciously immoral conduct. Of  course, the norm-conformative disposi-
tion assigns only a certain weight to particular social norms, and so can sim-
ply be outweighed by a suffi ciently powerful desire. Agents are also capable of  
spinning very complex self-justifi catory tales, in order to rationalize as a form 
of  dissent what is ultimately just social deviance. Yet these explanations create 
the “space” for immoral action by essentially taking the original judgment to be 
only pro tanto, then introducing some other, stronger consideration that over-
whelms it. Such explanations clearly do not handle the case of  the individual 
who decides that, all things considered, he should do x, but then fails to do it. 
Does the moral philosopher not need something to say to this person?

In my view, the answer is no. This is a social control problem, not a philo-
sophical problem. There is no question that people sometimes act contrary to 
their best judgments when they suffer a loss of  intentional control, as when 
acting impulsively, in the heat of  the moment, or in a disinhibited state. In 
such cases, we say that the person acted “without thinking,” since it is his 
intentional planning system as a whole that has been preempted. (People also 
confabulate, and so provide intentional accounts of  what was actually non-
intentional action, without any awareness that they are doing so.2 Thus the 
mere fact that they are able to supply an intentional explanation does not rule 
out the possibility that it was nonintentional behavior.) Obviously while they 
are out of  control there is no point arguing with them. And when they have 
things back under control, it is pretty easy to make a case for “thinking before 
acting,” since people who act contrary to their own intentionally formulated 
plans may ignore not only their moral obligations but also their self-interest 
(i.e., both their principles and their desires). Thus we engage in socializing 
practices aimed at ensuring that individuals, as much as possible, don’t get 
into such states.

This answer seems unsatisfactory only because many philosophers have 
been inclined to think that people routinely act in ways that are intentional, and 
yet contrary to their own preferences. In other words, it is thought that people 
may choose not to maximize value with respect to their own beliefs, desires, and 
principles, by knowingly choosing to bring about a state of  affairs that is ranked 
lower in their overall preference ordering than some other available alternative. 
The reason that such a tendency toward intentional counterpreferential choice has 
seemed plausible to many is that it is felt to be the only persuasive explanation 
for the phenomenon of  weakness of  the will. Many philosophers have accepted 
at face value the suggestion that the person who knows he shouldn’t drink, but 
has another beer regardless, or who knows that she should go to bed early, but 
stays up late regardless, is intentionally choosing to act in a way that is contrary 
to his or her own all-things-considered judgment. According to this view, these 
agents have a preference, based on some prior exercise of  practical reasoning, 
for either temperance or turning in early; they are simply not able to get them-
selves to act on the basis of  this particular preference. In the terminology that 
has become increasingly standard in the philosophical discussion, it is said that 
they are unable to bring their motivation into proper alignment with their own 
(desiderative) evaluation of  the situation.
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It is easy to see how this analysis readmits noncognitivism into the theory 
of  practical rationality through the back door. If  a systematic misalignment of  
motivation and desiderative evaluation is possible, then establishing some sort 
of  “cognitivist” thesis with respect to the content of  desires achieves very little. 
The fact that one’s desires are responsive to rational deliberation doesn’t count 
for very much, if  one’s underlying motivations are completely unaffected. This 
whole picture, however, is based on a conceptual error, one that is aided and 
abetted by the tendency to overdiagnose weakness of  the will. The thought that 
weakness of  the will might be a common phenomenon is based, fi rst, on a ten-
dency to ascribe propositional content to states of  the adaptive unconscious, and 
thus to describe any sort of  teleological behavior as intentional action; and sec-
ond, on a nearly complete neglect of  the phenomenon of  discounting, or time 
preference, which results in a failure to see why the agent’s all-things-considered 
preferences at the point of  decision might change from one moment to the next, 
even though her atemporal desires (e.g., those elicited through the usual hypo-
thetical lottery procedure) remain constant.

8.1. Akrasia

In a sense, skeptical arguments about moral temptation that take weakness of  
the will as their point of  departure represent a radicalization of  the preference 
noncognitivism discussed in chapter 5. In that chapter, the goal was simply to 
show that there is no reason to think that there is anything arbitrary, irrational, 
or irredeemably subjective about the process through which our preferences are 
generated. Our preferences are not necessarily more irrational than our beliefs, 
and there is no reason that people cannot have a perfectly cogent argument 
about the relative desirability of  one outcome or another. From this perspective, 
Hume’s claim that we cannot change our sentiments involves a conceptual con-
fusion. If  one identifi es our “sentiments” with our desires, then there is no reason 
to think that they are any less changeable than our beliefs. On the other hand, 
if  one identifi es our “sentiments” with the somatic condition underlying certain 
desires (i.e., that serve as a basis of  possible language-entry moves), then they do 
not serve as reasons for action, and so the fact (in cases where it is one) that they 
cannot be changed at will imposes no special constraints on our practical delib-
erations. Disambiguation of  these two senses of  the term “sentiment,” combined 
with a rejection of  the epistemic regress argument, is suffi cient to undermine the 
standard forms of  Humean skepticism about practical reason.

The more extreme skeptical position, however, does not claim that the content
of  our desires is somehow irrational, but rather that there is an irrational ele-
ment in our motivational system, above and beyond what our desires may or 
may not contribute. This more subtle form of  skepticism suggests that even if  
we can exercise some control over our desires, or rationally justify their content, 
desires alone are unable to motivate us to act.3 In order to get something done, 
we must not only have the correct constellation of  desires and beliefs in place, 
we must also be motivated to act on the basis of  these particular desires (and not 
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some other set). Alfred Mele, for example, has suggested that each of  our desires 
has two priority levels: the fi rst an evaluative one, which refl ects our cognitive 
judgment concerning the relative urgency of  that goal, and the second a motiva-
tional one, which refl ects something like the level of  libidinal cathexis associated 
with the goal.4 The former determines what we say and think we should do, but 
the latter determines what we are actually able to summon up the energy to get 
done.

Of  course, if  these two scores always lined up, or more specifi cally, if  either 
one were simply determined by the other, then there would be no point introduc-
ing this sort of  dédoublement into our psychological theory. Mele’s suggestion, 
however, is that the evaluative and the motivational systems often function quite 
independently of  one another, and thus the two scores are often misaligned. In 
particular, the mere fact that we assign some goal a high evaluative score does 
not automatically translate into a high motivational score for that same goal. 
In fact, Mele thinks our motivational system functions in a quasi-noncognitive 
fashion (it represents something like our “animal spirits”). Because of  this, we 
must employ all sorts of  tricks and indirect strategies (such as “attention man-
agement”) in order to get our motivational system into alignment with our eval-
uative one.

Taken to its logical extreme, what Mele’s proposal implies is that there could be 
a truly systematic misalignment between what an agent says and what she does,
such that she remains a helpless spectator in her own life, constantly observing 
herself  doing all sorts of  things that she claims not to want to do.5 Naturally, this 
constitutes a prima facie violation of  Sellars’s dictum, mentioned already: “It is 
a necessary truth that people tend to do what they think they ought to do, for it 
is a necessary truth that people who occupy a linguistic position which means 
I ought to do A now, tend to do A. If  they did not, the position they occupy could 
not mean I ought to do A now.”6 If  someone never did what she said she wanted 
to do, what grounds would we have for ascribing to her a genuine desire to do 
it? Mele does not address this concern because he is a psychological realist about 
desires, and so takes their content as given. This is not an accident, since the sort 
of  bifurcation between our cognitive and motivational systems that Mele posits 
is possible only if  the content of  our cognitive states is determined quite indepen-
dently of  our actions.

Given these theoretical diffi culties, one might wonder what reason there could 
be to introduce this sort of  partial redundancy into the psychological theory. If  
I decide that today I want to wear brown socks, then I usually just get up and 
put on a pair of  brown socks. After I have made the decision, I do not need to 
engage in any sort of  psychological manipulation to instill in myself  the motiva-
tion to put on brown socks. The desire to do it just is the motive to do it. So why 
treat the two as though they were separate? The answer, of  course, lies in weak-
ness of  the will. According to Mele, the fact that the evaluative and motivational 
systems are separate from one another is revealed in instances in which agents 
exhibit akrasia—where they make a decision, but then act contrary to their bet-
ter judgment. Furthermore, the fact that “reason” fi nds itself  neutralized in 
such instances demonstrates that the motivational system is noncognitive (or 
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in Mele’s more cautious formulation, that “the motivational force of  wants typi-
cally is not under our control to the extent to which the evaluative ranking of  
wants is”).7 Thus Humean skepticism is given new lease on life.8

According to this analysis, a person who vows to go to bed early so that he 
will be well-rested in the morning, and yet fi nds himself  staying up late, suf-
fers from a misalignment of  the evaluative score associated with “being well-
rested in the morning” and the motivational score. Although he ranks being 
well-rested high in his overall list of  priorities, this desire simply fails to move
him to take the actions needed to achieve it. (This is perhaps compounded by the 
fact that “watching late-night television” has a motivational score that is much 
higher than its evaluative score.) Thus if  one examines the individual’s choice 
while tabulating only the evaluative score associated with his desires, the behav-
ior seems mysterious. What one needs to do is ignore the evaluative score and 
focus on the motivational one, because that is what is called on to do the work of  
getting him off  the couch and into bed.

This proposal does have certain elegant features. The most signifi cant is that 
it allows Mele to defi ne the concept of  “self-control” very ingeniously, as the 
overall level of  correlation between the evaluative and motivational scores asso-
ciated with an agent’s various desires (i.e., the degree of  alignment between the 
two systems). A person who we would describe as being, by nature, very self-
controlled, is one whose evaluations generate by default a reasonably high level 
of  motivational cathexis. (Thus the fact that my desire to wear brown socks leads 
unproblematically to my putting on brown socks is a function of  my level of  self-
control.) A person who is weak-willed, on the other hand, is someone who must 
engage in all sorts of  indirect manipulation in order to bring about this align-
ment of  the two systems (and often fails to do so). Thus Mele is able to affi rm, in 
a very clear way, the everyday intuition that weakness of  the will represents a 
failure of  self-control.

The question is whether one is obliged to go so far—psychological bifurcation 
of  the agent’s intentional system—in order to explain these seemingly everyday 
occurrences of  weakness of  the will. I believe we should be more cautious. As 
Mele observes, the bifurcation strategy is only required to explain so-called strict 
akratic action, which he defi nes as action in which the agent intentionally acts 
contrary to her own all-things-considered judgment. There are many cases in 
which agents only appear to be doing so. They exhibit what we might loosely refer 
to as weakness of  the will, but the actions do not exhibit strict akrasia, and so do 
not lend any support to the bifurcation strategy. These include:

1. Nonintentional behavior. Human behavior is governed by a number of  dif-
ferent control systems, many of  which are completely beyond our voluntary 
control. Others are under voluntary control, but are clearly not part of  the 
intentional planning system. We have an enormous number of  behavioral rou-
tines that function on “autopilot” with respect to our conscious mind (like catch-
ing a ball, putting on a turn signal while driving, etc.). This is the domain of  
the adaptive unconscious. Many of  these routines can be stimulated directly by 
the environment before we’ve had a chance to think. Furthermore, under cer-
tain conditions, or in the presence of  certain stimuli, one system may override 
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another. You can tell yourself  not to fl inch or close your eyes when someone 
throws a ball at you but then fi nd yourself  unable to control the impulse when 
the time comes. You can tell yourself  not to cry during a sad movie (since after 
all, it’s just a movie) but then fi nd yourself  doing so regardless (and so on). As I 
have argued already (chapter 4, section 2), it is a mistake to ascribe “full-blown” 
intentional states to the agent as a way of  explaining such actions.

As a result, there is nothing mysterious about the fact that people sometimes 
do things that are contrary to their own desires, in cases where the behavior is 
not a product of  their intentional planning system. Furthermore, the behavior in 
question need not be impulsive or simple. According to the standard dual-process 
view, the cognitive style of  the adaptive unconscious is “automatic,  heuristic-
based, and relatively undemanding of  computational capacity.”9 Among other 
things, this means that its operations can be carried out “while attention is 
directed elsewhere.”10 This is not true of  intentional reasoning, which typically 
requires explicit awareness and concentration. Thus nonintentional behavior 
is often evoked when the agent is distracted, unable to concentrate, or simply 
doesn’t have the time to think things through. For example, for a long time the 
fi rst half  of  the route that I drove to work coincided with the route to the airport. 
Because of  this, I often found myself  driving to work when my plan was to go 
pick someone up at the airport, simply because I stopped paying attention to 
where I was going. This is a case of  nonintentional counterpreferential behavior, 
involving a fairly complex sequence over an extended period of  time. Of  course, 
since I had no reason to go to work, the moment someone would ask me where I 
was going I would immediately reverse course and get back on the correct route. 
Thus there was no temptation to deploy a Mele-style explanation here, and sug-
gest that even though my desire to go to the airport was high on my list of  evalu-
ative priorities, I simply lacked the associated motivation. (Although it is worth 
noting that there is absolutely nothing to preclude a Mele-style explanation here 
either—that I went to my offi ce because I had a desire to do so, which despite 
having been given an evaluative score of  zero, for some reason had a high moti-
vational score. One could imagine treating Freudian explanations of  action, 
which appeal to unconscious motives, as explanations having such a structure. 
The fact that such explanations are notoriously unfalsifi able could then serve as 
a cautionary note to anyone inclined to accept Mele’s analysis.)

If, however, I was a workaholic, and so perhaps assigned going to work an 
evaluative score somewhat greater than zero, we might be inclined to regard my 
driving to work rather than to the airport as an instance of  weakness of  the will, 
which could then be explained as a consequence of  an underlying misalignment 
of  evaluations and motivations. Mele recognizes, however, that this sort of  move 
would be theoretically otiose, given that far more plausible, theoretically conser-
vative, explanations are available.

2. Recalcitrant stimuli. As we have seen, many desires are introduced into 
the intentional planning system through “language-entry moves” in response 
to some somatic stimulus, or else behavioral dispositions that arise at the level 
of  the adaptive unconscious (such as sympathy). There is a certain amount of  
“free play” in how the individual responds to such stimuli within the scope of  



232 Following the Rules

the intentional planning system. For example, there will normally be multiple 
stimuli competing for attention, and so the individual will impose some type 
of  scheduling on them (refl ected in the relative priority level assigned to each 
desire). When I feel a hunger pang, I respond in the ordinary run of  cases by 
acquiring a desire to eat something. If  I am busy and do not have the time to 
stop and eat, then I may assign a relatively low priority to this desire. I may even 
decide to get rid of  it entirely. Yet doing so does nothing to make the underlying 
stimulus go away—I still feel hungry. Thus despite having chosen not to eat, I 
may eventually reverse course, deciding to manage the stimulus by stopping to 
eat. Yet in so doing, I may still fi nd myself  thinking about how I really shouldn’t 
be doing so. But this does not add up to a case of  intentional counterpreferential 
choice, since my all-things-considered judgment at the point of  decision is that 
I should stop and eat. The fact that I would rather not have to have the desire 
does not mean that acting on it involves choosing the “lesser good” under the 
circumstances.

Consider a similar case, in which I am trying to concentrate on a diffi cult task, 
which I am repeatedly failing to perform, and am feeling a sense of  frustration 
mounting. (Of  course, this somatic stimulus is merely one that I have learned over 
time to recognize as frustration. Thus I acquire an increasingly intense desire to 
stop doing what I’m doing, because the implicit model of  my own somatic states 
that structures my desires leads to me infer that stopping the activity will lead to 
appeasement of  that sensation.) When I fi rst begin to feel this frustration, I may 
recognize that it is counterproductive, that I should be a more focused person, 
and so on. As a result, if  and when I do succumb to my frustration and give up 
what I am doing, then I have in a sense exhibited weakness. But it is not a form 
of  weakness that requires any special sort of  explanation. I would prefer not to 
experience a certain somatic stimulus, but given that I do, it is best to deal with it 
in some way at the level of  intentional planning. There is a loose way of  talking, 
according to which my “better judgment” in this situation tells me that I should 
not give in to frustration. But my better judgment may also tell me that I should 
be immune to hunger or unafraid of  heights.

Finally, there may be cases in which I have confl icting desires, but where I 
recognize that acting on one of  them, rather than the other, is going to require 
greater effort (e.g., attention, concentration). This is often the case when one 
desire coincides with a behavioral disposition generated by the adaptive uncon-
scious, whereas the other requires an exercise of  inhibition over such dispositions. 
For example, I may have a desire to be a nice person, but also enjoy making fun of  
people. Acting on the former desire will initially require a greater exercise of  atten-
tion, because I have to be constantly monitoring my own behavior in conversation 
(although I anticipate that over time niceness will become more of  a habit). Thus I 
may decide to reschedule the fi rst desire, to a time when conditions are more propi-
tious. (For example, I may decide to work on it later, when my job is less stressful, 
or when I’m getting more sleep at nights, or when I’ve mellowed with age.) If  one 
looks at things atemporally, my “best judgment” is that I should be nice (i.e., the 
desire to be nice is assigned the highest priority). But again, this does not mean 
that, at the time of  decision, my all-things-considered preference is to be nice.
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3. Dynamic preference instability. People often change their minds about what 
they want. I might decide in advance that I am not going to drink at the party, 
and then simply change my mind when I arrive. Or to use Mele’s example: 
“A man who, after careful deliberation, forms the here-and-now intention to 
shoot his injured horse, may, while taking aim at its head, catch a glimpse of  its 
doleful eyes and decide, due to weakness of  the will, that it would be best after 
all to save it. His refraining from shooting the horse would, however, be a case of  
derivative akratic action, and, again, our concern is with strict akratic action.”11

The action is not strictly akratic, in Mele’s view, because the man changes his 
mind. Of  course, the change in preference may involve breaking a past resolu-
tion, because he may have vowed not to give in to feelings of  sympathy for the 
horse. But it is not obvious that preference changes can be akratic in the same 
way that actions supposedly are. My beliefs and desires are structured by certain 
deontic scorekeeping practices, and are responsive to events outside the game 
of  giving and asking for reasons. As a result, I cannot simply choose to adopt 
(or maintain) whatever beliefs and desires happen to suit my needs at a given 
moment. I may vow never to adopt superstitious beliefs, but then fi nd that some 
mystical experience imposes them on me. Similarly, I may vow never to feel sym-
pathy for an animal, but then fi nd this commitment defeated under particular 
circumstances (e.g., due to a failure of  affective forecasting). Of  course, I may 
also fi nd that this feeling disappears a while later, returning me to my previous 
preference ordering. But that does not make my action at the point of  decision 
akratic. I did not intentionally choose the lesser good; I merely changed my mind 
about what constituted the greater good, under the pressure of  circumstances.

This brief  inventory suggests that for any putative instance of  strict akratic 
action, there will always be alternative hypotheses. Furthermore, since these 
alternative hypotheses are theoretically more conservative, the question natu-
rally arises as to whether all such putative instances could in fact be explained 
without positing strict akratic action. After all, it is enormously diffi cult to tell 
the difference between an intentional counterpreferential choice and a tempo-
rary preference reversal (i.e., where someone changes his mind, only to change 
it back again a moment later). If  one looks at the typical behavior of, for exam-
ple, smokers who are trying to quit, all the evidence suggests that what they are 
doing when they fall off  the wagon is changing their minds, then returning to 
their previous preference ordering once the craving has subsided.12

Philosophers, however, have been loathe to draw this conclusion. The pri-
mary reason is that they have generally failed to see any good reason why an 
agent might undergo such a temporary preference inversion. In particular, if  
one regards the agent’s preferences as a system of  evaluations, there seems to be 
no reason that these evaluations should change from one moment to the next, 
when nothing in the world has changed. After all, if  not-smoking is better than 
smoking overall, why should it not also be better from moment to moment? As a 
result, there has been a tendency to assume that peoples’ desires are, by default, 
dynamically stable (such that any deviation from this pattern calls out for spe-
cial explanation, like strict akrasia).
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What has been missing from this discussion is an understanding of  the phe-
nomenon of  discounting, along with the way that a time preference may interact 
with an agent’s more mundane preferences in order to generate dynamic insta-
bility. As I will attempt to show, a more sophisticated understanding of  discount-
ing dramatically reduces the impulse to ascribe intentional counterpreferential 
choices to an agent. This in turns suggests that motivations cannot become 
detached from evaluation in the way that Mele supposes they can.

8.2. Discounting

It seems perfectly reasonable to suppose that, given a choice between receiving 
some particular quantum of  satisfaction today and receiving it tomorrow, all 
things being equal, an agent might reasonably prefer to receive it today. More 
generally, agents might have a preference for satisfying their desires sooner,
rather than later, independent of  any concern over uncertainty. Yet despite the 
fact that these psychological propensities are so intuitively familiar to us all, phi-
losophers have for a long time been suspicious of  anything that might resemble 
a pure time preference.13 If  all things genuinely are equal, they have claimed, 
a genuinely rational agent should be indifferent as to when his preferences are 
satisfi ed. Agents, in other words, should not discount future satisfaction when 
they make decisions, unless this refl ects some uncertainty about the future (in 
which case it should be factored into the agent’s expected utility via her beliefs, 
and not imposed as a discount on the anticipated payoffs).

The strictest formulation of  this claim is that of  Henry Sidgwick, who claimed 
that rationality imposed a “principle of  prudence”:

We might express it concisely by saying “that Hereafter as such is to be 
regarded neither less nor more than Now.” It is not, of  course, meant 
that the good of  the present may not reasonably be preferred to that of  
the future on account of  its greater certainty: or again, that a week ten 
years hence may not be more important to us than a week now, through 
an increase in our means or capacities of  happiness. All that the principle 
affi rms is that the mere difference of  priority and posteriority in time is not 
a reasonable ground for having more regard to the consciousness of  one 
moment than to that of  another. The form in which it practically presents 
itself  to most men is “that a smaller present good is not to be preferred to a 
greater future good” (allowing for difference of  certainty): since Prudence 
is generally exercised in restraining a present desire (the object or satisfac-
tion of  which we commonly regard as pro tanto “a good”), on account of  
the remoter consequences of  gratifying it.14

Of  course, if  one were an objectivist about value, it might be possible to build 
such a prohibition on discounting into the conception of  rationality. But from 
any perspective that takes the agent’s opinions about what is best for her seri-
ously, it is diffi cult to see how a time preference could be precluded by the theory 
of  practical rationality. Apart from the fact that time preference is a ubiqui-
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tous feature of  human preferences (hence the obligation to pay back borrowed 
money with interest, even when the debt is secured by collateral), there is also 
the fact that it often arises in response to an underlying somatic state, for exam-
ple, the feeling of  impatience. Quite simply, we fi nd waiting to be unpleasant.15

Similarly, we often fi nd that desires become more intense in the near term, when 
somatic states that are associated with them are triggered (e.g., hunger or sexual 
arousal), and so we assign greater priority to them. Although “time preference” 
is the term that is usually used to describe this, it might be more accurately be 
referred to as delay-aversion.

Regardless of  the particular dynamics of  our underlying somatic states, the 
question whether or not it is a good idea for us to have the underlying states 
that we have simply does not speak to the question of  whether it is rational to 
act on them, given that we do. It is no doubt unwise for us to be too impatient, 
or to discount the future too sharply. There is actually good reason to think that 
delay-aversion is part of  an evolutionary legacy that is maladaptive in our pres-
ent cultural context. To see why, consider the analogy between impatience and 
a very closely related phenomenon, frustration. There is a very plausible bio-
logical explanation for the fact that we, and other higher mammals, experience 
frustration. Frustration serves the important function of  preventing organisms 
from getting caught in infi nite loops. The frequency with which computers get 
stuck in these loops (i.e., when they “crash”) shows just how diffi cult it is to 
design a system that is immune to them. Less cognitively sophisticated organ-
isms, such as ants, occasionally get caught in infi nite loops (some of  them 
fi endishly constructed by human experimenters) so that they repeat the same 
unsuccessful activity again and again until they die. Our brains, however, never 
“crash” in the way computers and ants do. This is because more sophisticated 
organisms track repeated failure, building resistance to an unsuccessful activ-
ity each time it is performed, leading them to eventually abandon it in cases 
where it is consistently unsuccessful. Thus the capacity to become frustrated 
has clear adaptive value, even though on occasion it may lead us to give up on 
certain efforts prematurely. (It may also have certain perverse side effects, such 
as making so-called occasional reinforcement activities, such as golf, oddly 
compelling.)16

Of  course, from a certain point of  view, there is no reason to feel frustrated 
while trying to get the baby to sleep, or thread a needle, or perfect one’s back-
hand. In fact, we may have good reason to believe that eventually the baby will 
sleep, the thread will go through the eye of  the needle, and the backhand will 
improve. In other words, we may know that we are not stuck in a loop, or per-
forming an impossible task. And as a result, we may recognize that the feeling of  
mounting frustration is maladaptive, a cognitive “misfi re.” Yet simply knowing 
that doesn’t make the underlying somatic stimulus go away. Thus there is noth-
ing irrational about giving in to the frustration and deciding to give up on these 
activities or taking a break in order to return to them later with a fresh mind. 
We might also plan ahead, choosing to break up repetitive activities or to trade 
off  tasks with other people, in order to avoid frustration. These are all just rou-
tine management techniques that we have learned, as part of  our intentional 
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planning system, for staving off  mounting feelings of  frustration (since we know 
that ignoring these feelings may eventually lead to a total loss of  intentional 
control—hence the number of  shaken babies and mangled tennis rackets). This 
sort of  self-management is no different in principle from learning to take a nap 
when we start showing signs of  fatigue, rather than soldiering on until we col-
lapse from exhaustion.

Managing impatience through delay-aversion is no different. There are strik-
ing similarities between the way that humans and other animals discount satis-
faction. When given a choice between a small amount of  food after a short delay 
and a larger amount of  food after a longer delay, animals will often choose the 
smaller-sooner option.17 If  one gradually increases the size of  the larger amount, 
they will at some point switch to choosing the larger-later option. There are 
obvious evolutionary reasons for this. Given that these animals are incapable 
of  calculating probabilities and factoring risk into their decisions, a feeling of  
impatience and a tendency to privilege the near-term is a good heuristic mecha-
nism for coping with uncertainty. A bird in hand usually is better than two in 
the bush. Naturally, once humans come along and fi gure out how to do prob-
ability calculations, this underlying disposition may become maladaptive (hence 
the intuition, so appealing to philosophers like Sidgwick, that it is irrational to 
privilege the “Now” over the “Hereafter”). Yet while this may give us a reason to 
control the feeling, or to ignore it as much as possible, it does not make us irra-
tional for responding to it or managing it, given that we have it.

There are interesting and important parallels between the phenomenon of  
delay-aversion and that of  risk-aversion.18 The latter is also a type of  metaprefer-
ence, through which all of  an agent’s other preferences are fi ltered, selectively 
reducing the priority of  all desires associated with uncertain outcomes (above 
and beyond the “mathematical” reduction in value imposed by the probabilities). 
In fact, risk-aversion and delay-aversion are very closely related phenomena, 
since an individual facing an open-ended sequence of  gambles is guaranteed by 
the law of  large numbers to get a payoff  close to the mathematical value of  the 
lottery, so long as she is willing to wait long enough. Thus risk-aversion, which 
lowers the subjective utility associated with the gamble, winds up being equiva-
lent to an unwillingness to wait for this convergence to occur. In the case of  risk-
aversion, the behavior can also be interpreted as a response to an underlying 
somatic stimulus, namely, the feeling of  anxiety produced by the uncertainty of  
outcomes. One reason that people have a somewhat hypertrophied preference 
for the sure thing is that it allows them to stop worrying. They may regret their 
decision afterward, when having passed up on a good bet, they see the winners 
celebrating, or when having paid for insurance year after year, they wind up not 
having an accident. But that doesn’t make the decision irrational, given their 
preferences at the time it was made.

The standard strategy for representing delay-aversion is formally quite 
similar to that of  risk-aversion. We include within our set of  preferences a 
metapreference, expressed in the form of  a discount rate, sometimes implicit, 
at other times explicit, that reduces the present value of  future satisfaction. 
Sometimes this takes the form of  a vague downgrading of  certain thoughts 
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(“I’ll worry about that when the time comes”); sometimes it is much more 
explicit (as when we decide what sort of  savings rate to adopt). At other times, 
we simply impose a temporal “cutoff ” on our planning, so that we ignore the 
consequences that our choices will have in the distant future. Either way, the 
rate that the agent employs represents a more or less extreme regimentation 
of  our underlying dispositions, which tend to be inchoate. We use our capac-
ity to formulate an explicit preference, using language, as a way of  lending 
greater order to these underlying dispositions, and of  producing more success-
ful long-term plans.19 In the same way that we try to avoid building up excess 
frustration, we also try to avoid the negative affect associated with excessively 
deferred gratifi cation.

Because delay-aversion is such an important and ubiquitous phenomenon, 
economists and game theorists automatically include a discount rate in each 
agent’s utility function whenever dealing with a temporally extended choice 
problem. Philosophers, however, perhaps because of  the ambient disciplinary 
suspicion of  discounting, have tended to ignore it. Thus there is a tendency, in 
the literature on practical rationality, to talk about “desires” as though they were 
timeless and eternal, and to assume that the agent’s “better judgment” about 
what course of  action should be taken will be largely invariant across time. There 
is a failure to recognize that each one of  the agent’s atemporal desires, such as 
a preference for chocolate over vanilla ice cream, must be “schematized” (to use 
the Kantian term) in order to be translated into a concrete preference ordering 
over some set of  pragmatically accessible possible worlds. In other words, the 
desire must be inserted into the temporal sequence of  daily events. In the process, 
it gets adjusted by the agent’s aversion to delay, which in turn affects the priority 
level that will be assigned to that desire in the all-things-considered ranking. If  
the vanilla ice cream is ready to eat right now and the chocolate needs to thaw 
for half  an hour, a rational agent may well choose the vanilla, even though she 
has an abstract preference for chocolate over vanilla. Half  an hour later, when 
the chocolate is being served, she may even regret her decision, but that doesn’t 
make it irrational for her to have made it.

As we have seen, the standard discount function used by economists is based 
on an analogy with interest rates, not any empirical observation of  how individ-
uals actually discount future satisfaction. With functions of  this type, a discount 
factor (δ) is introduced that specifi es the value in present payoffs of  one unit of  
payoffs to be received one period in the future. If  the present t = 0, the value of  
any payoff  at time t + x is then taken to be an exponential function of  δ, namely, 
δt + x. This may seem obvious, but in fact it rests on several rather substantive psy-
chological assumptions. In particular, it assumes that individuals have exactly 
the same attitude toward a delay of  a given length, regardless of  when the delay 
occurs (e.g., tomorrow, or in several years).

There is, however, a lot of  empirical evidence to suggest that individuals do 
not actually treat all delays the same, and so do not discount the future in the 
way that standard economic models suggest. George Ainslie has illustrated this 
in a variety of  very simple studies.20 For example, given a choice between a check 
for $100 that can be cashed right away and a check for $200 that can be cashed 
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in three years, many people will choose the former. But many of  these same peo-
ple, when given a choice between a $100 check that can be cashed in six years 
and a $200 check that can be cashed in nine years, will take the $200.21 It’s not 
diffi cult to imagine what they are thinking. In the fi rst case, people think “three 
years is a long time, I might as well take the $100.” In the second case, they 
think “since I’m already waiting six years, an extra three years is no big deal, I 
might as well go for the $200.”

Thus there is what Ainslie calls a “warp” in the way we think about the future. 
We seem to become more averse to delay the closer we are to having to suffer that 
delay. Put otherwise, we are not merely impatient, but we suffer from heightened
impatience in the near term. Thus a more empirically accurate representation of  
our discount rate would take the form of  what Ainslie calls a “hyperbolic” dis-
count function, one that discounts satisfaction much more sharply in the near 
term. A closer approximation of  how people feel about money, for instance, can 
be achieved by taking the sum and dividing it by t + 1, where t is the number 
of  years of  delay. Thus the expected utility of  $1,000 in one year is equal to the 
utility of  $500 in the present (in two years, $333; in three years, $250; in four 
years, $200; etc.). More formally (where r refl ects individual variation, a higher 
number indicating greater impatience):22
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The chief  characteristic of  this function is that it takes a huge “bite” out 
of  anticipated satisfaction in the very near term, but that it flattens out 
 considerably in the long term. Thus it is able to explain why a surprising 
number of  people both run up credit card debt and save for their retirement. 
(If  people discounted the future exponentially, any 40-year-old willing to 
borrow at an interest rate of  20 percent would not care at all what happens 
to him at age 75.)

If  one looks at a hyperbolic discount function of  this sort in the abstract, it 
is diffi cult to see anything inherently wrong with it. If  one is willing to admit 
time preference into the model of  practical rationality, on the grounds that rea-
sonable persons can be averse to delay, then it is diffi cult to see why rationality 
should require them to feel the same way about all delays, regardless of  how 
far off  in the future they are. At very least, it would require a far more com-
plete theory of  preference-rationality than any that are currently available in 
the philosophical literature.

When we shift our attention away from the hyperbolic discount func-
tion itself, however, and look at some of  the consequences of  acting on the 
basis of  such a discount function, the picture changes. As it turns out, one 
of  the underappreciated features of  exponential discount functions is that 
they guarantee dynamic stability of  “schematized” preferences (by virtue of  
the stationarity property that they exhibit).23 In other words, if  option a is 
preferred to option b at time t, then it will be preferred at any other time as 
well. Even if  individuals are extremely shortsighted, they will be consistently 
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shortsighted. They will always favor the lesser, nearer good over the greater, 
further one.

Hyperbolic discounting, on the other hand, generates dynamic preference 
instability. The expected utility of  a particular option will tend to “spike up” 
in the very near term (as the intervening delay becomes smaller and smaller), 
sometimes overtaking options that were previously taken to be superior. One can 
see this clearly with Ainslie’s example of  the $100 and $200 checks. With the 
people who opted for the $100 check right away but chose the $200 check cash-
able in nine years, one could presumably go back to them in six years and buy the 
$200 checks for $100 (ignoring potential endowment effects). Thus hyperbolic 
discounting is able to explain the phenomenon of  precommitment and tempta-
tion. Hume described the phenomenology of  this quite well when he wrote:

In refl ecting on any action, which I am to perform a twelve-month hence, 
I always resolve to prefer the greater good, whether at that time it will be 
more contiguous or remote; nor does any difference in that particular make 
a difference in my present intentions and resolutions. My distance from 
the fi nal determination makes all those minute differences vanish. . . . But 
on my nearer approach, those circumstances, which I at fi rst over-look’d, 
begin to appear, and have an infl uence on my conduct and affections. A 
new inclination to the present good springs up, and makes it diffi cult for 
me to adhere infl exibly to my fi rst purpose and resolution.24

Hume, however, chooses to describe this not as a reversal of  preference, but 
rather as an example of  our judgment being overwhelmed by our passions. “Tho’ 
we may be fully convinc’d, that the latter object excels the former, we are not able 
to regulate our actions by this judgment; but yield to the solicitations of  our pas-
sions, which always plead in favour of  whatever is near and contiguous.”25 Most 
philosophers have been inclined to follow him in this assessment, and to classify 
this sort of  intemperance as strict akrasia. Ainslie’s analysis on the other hand 
provides a rationalizing explanation (at least as far as the theory of  practical ratio-
nality is concerned) of  intemperance, as a consequence of  preference reversal.26

At the point of  decision, the hyperbolic discounter who chooses the “lesser good” 
is acting in accordance with her own all-things-considered judgment.

Consider the following concrete example (fi gure 8.1), a situation in which a 
person of  limited means has to choose between going to a movie on Saturday 
evening and having money for dinner on Sunday. The atemporal utility associ-
ated with eating dinner on Sunday (10) is greater than that of  seeing the movie 
(7). The two graphs show the expected utility for these two outcomes on each 
day of  the week preceding, starting on Monday. The left pane (a) shows an agent 
with an exponential discount function (δ = 0.8 per day), while the right pane 
(b) shows an agent with a hyperbolic discount rate (utility divided by “number 
of  days plus one” delay). Both individuals can see clearly that having money 
for dinner on Sunday represents the greater good. They also both start out, on 
Monday, with a preference for the greater good. The central difference is that 
for the hyperbolic discounter, that preference gets reversed on Friday, remains 
inverted throughout the day on Saturday, and then switches back again on 
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Sunday. So this person, left to his own devices, will resolve to save his money 
for dinner on Sunday, but then change his mind and go to the movie when the 
opportunity presents itself.

Obviously agents have all sorts of  good reasons to want to avoid discounting 
future satisfaction hyperbolically. It may even be irrational, from the standpoint 
of  preference-rationality, for individuals to exhibit the pattern of  delay-aversion 
that generates a hyperbolic discount function. But regardless of  all that, what 
Ainslie’s model succeeds in showing is that the agent who “succumbs to temp-
tation” in this way is not engaging in intentional counterpreferential choice at 
the point of  decision. On the contrary, there is good reason to think that this 
person’s all-things-considered preferences are dynamically unstable, because 
of  the way that his aversion to delay interacts with his other preferences. Thus 
what appears to be strict akrasia is in fact temporary preference change.

For example, it could be that hyperbolic discounting involves a failure of  
affective forecasting (and that the preference reversal occurs when the indi-
vidual corrects a past failure). People are, in general, not very good at antic-
ipating the way that their own preferences will change with the passage of  
time. In one particularly elegant experiment, students were offered a choice of  
snacks during weekly classes, from a menu of  six options over a period of  three 
weeks.27 Half  were given the opportunity to decide at the beginning of  each 
class what they wanted to have that day, the other half  were offered a simul-
taneous choice of  what they would have in each of  the following three weeks 
(much like the “meal plan” choice in chapter 3, section 5). Almost two-thirds 
of  those offered the simultaneous choice selected three different items for the 
three different weeks (and thus maximized variety in their consumption). 
However, of  those who made the choices sequentially, fewer than 10 percent 
chose three different items on the three different weeks—they simply picked 
their favorite again (and again). A third control group, given a choice of  three 
items for immediate consumption, almost all chose three different items. Thus 
the fi rst “simultaneous choice” group exhibited a mistaken concern about 
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Weakness of Will 241

satiation, ignoring the fact that over the course of  the week their preferences 
would be “reset” to baseline.

Since most of  the students offered the simultaneous choice made a mistake 
about their own future preferences, most of  them would presumably have been 
willing to change their minds at a later date, if  given the opportunity to do so. 
This would be perfectly rational, since all they would be doing is correcting their 
own past mistake. Yet one could easily tell the same story about the hyperbolic 
discounter. A person who takes the check for $200, cashable in nine years, on 
the grounds that, having waited for six years, three more years will be no big 
deal, is making a similar forecasting error. He is ignoring the fact that, in six 
years time, he will probably be just as averse to a three-year delay as he is cur-
rently to the prospect of  an immediate three-year delay. Thus six years later, 
when he discovers that a three-year delay is in fact a big deal, he will want to 
change his decision. But in so doing, he is merely correcting an earlier forecast-
ing error.

Of  course, the explanation here depends on ascribing a cognitive bias to the 
agent, and so there is a soupçon of  irrationality about the entire preference-reversal
business. The important point is simply that when the agent makes the sup-
posedly akratic decision she is not acting irrationally, or contrary to her own 
all-things-considered preferences. To take a more vivid example, one study of  
pregnant women who preferred not to use anesthetic during childbirth found 
that a majority reversed this decision once they went into active labor, but then 
drifted back toward their earlier preference one month postpartum.28 I think 
anyone would hesitate to call this reversal “irrational” (or to authorize doctors 
to ignore requests for anesthetic made during labor). Yet unrealistic expecta-
tions about one’s own tolerance for pain are no different in kind from unreal-
istic expectations about one’s own ability to be patient. Thus the mere passage 
of  time can serve as a source of  rational preference change, simply because it 
“tests” one’s patience.

There has been a curious tendency among philosophers to ignore this aspect 
of  Ainslie’s analysis. Mele, for example, recognizes that Ainslie’s work provides 
a very plausible explanation for what agents are doing when they succumb to 
temptation. He therefore accepts Ainslie’s basic analysis of  discounting. But 
Mele incorporates it into his own theory by suggesting that hyperbolic discount-
ing results in the “motivational” score associated with particular desires spiking 
up in the near term, leading us to act in ways that are contrary to our evalua-
tions. He simply assumes that discounting is a noncognitive phenomenon, one 
that it leaves our evaluative judgments untouched. Yet the analysis presented 
above suggests that the preference inversions characteristic of  hyperbolic dis-
counting may be a consequence of  agents engaging in rational reevaluation of  
their preferences. Among agents who exhibit delay-aversion, dynamic instabil-
ity may be a natural feature of  their system of  preferences, even if  their atem-
poral preferences remain unchanged. Thus Ainslie’s analysis of  discounting 
eliminates the need to associate separate “motivational” and “evaluative” scores 
with our desires, and raises serious doubts about whether strict akratic action 
ever really occurs.
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8.3. Applications

One of  the great attractions of  Ainslie’s analysis is that it provides a very com-
pelling account of  addiction. There is a popular tendency, widely shared among 
philosophers, to confuse the phenomenon of  addiction with the chemical depen-
dency that the ingestion of  certain substances creates. The assumption is that 
certain substances, like nicotine, heroin, or alcohol, have chemical properties 
that allow them to bypass the agent’s rational faculties, forcing him to ingest 
them even against his own will.29 This is the so-called disease model of  addic-
tion, and it is no longer held in very high regard. Addiction is something quite 
different from physical dependency. It takes only days to break the dependency 
of  the body on nicotine or heroin. Eliminating the addiction, on the other hand, 
takes considerably longer. This is because the addiction arises from the pattern 
of  stimulation (i.e., pleasure) that the substance produces, and the power that 
this exercises over the agent’s own conscious decisions. What harmful addictive 
substances have in common is that they offer a very quick burst of  pleasure, 
followed by signifi cant negative aftereffects. If  this pleasure is large enough and 
comes fast enough, then an agent who sharply discounts the future will pay too 
little attention to the aftereffects in her deliberations.

This is why smoking tobacco is so much more addictive than chewing it, and 
why intravenous injection of  heroin is so much more addictive than smoking 
it. The body often receives the same dose of  psychoactive substance in either 
case; the question is simply how fast it gets into the bloodstream (and from 
there, to the brain). Similarly, heroin and methadone are both opiates, and their 
effects on the brain are essentially the same. The difference lies in the pattern of  
stimulation that they provide. Methadone is ingested orally, rather than being 
injected intravenously, and remains in the body longer. Thus it does not gener-
ate the euphoric sensation (the “hit”) that heroin produces. Heroin addicts take 
methadone in order to help themselves quit, because it allows them to work on 
breaking their addiction without having to deal with the withdrawal symptoms 
associated with eliminating their chemical dependency. On the other hand, 
people who receive morphine for control of  pain experience a very different 
pattern of  stimulation from the recreational user, and so often do not develop 
an addiction. Even when they develop a physical dependence, and suffer acute 
withdrawal symptoms when the morphine is discontinued, they generally do 
not suffer from any cravings.30

Figure 8.2 shows the pattern of  stimulation that characterizes an addic-
tive substance.31 The disutility generated at the tail end gets discounted, simply 
because there is such a large spike of  pleasure at the front end.

This analysis makes it clear that there are all sorts of  things that can be addic-
tive, and that they need not have any special chemical properties. Nicotine, alco-
hol, and heroin happen to be especially addictive, because of  the increasingly 
severe withdrawal symptoms, which amplify the individual’s incentive to have 
another “hit.” But there is no difference in principle between these substances 
and various forms of  junk food, which are designed to generate precisely the 
pattern of  stimulation shown in fi gure 8.2. A variety of  salty snack foods, for 
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example, have been modifi ed over time to maximize their surface area, so that 
there will be a greater burst of  fl avor at the very beginning (especially on the 
tongue, where the salt is tasted). A dull aftertaste then gives the individual an 
incentive to eat another one. This is the secret of  everything from salted nuts to 
fl avored tortilla chips.

One of  the great virtues of  Ainslie’s analysis is that it shows just how perva-
sive the phenomenon of  addiction is. The fact that we all, to a greater or lesser 
degree, discount the future hyperbolically means that we are all vulnerable to 
the lure of  activities that, despite being ultimately unsatisfying, exhibit a par-
ticular pattern of  reward that makes them diffi cult to resist. Any activity that is 
loaded up with satisfaction at the front end, followed by some protracted period 
of  dissatisfaction, will tend to be chosen, even when, from an atemporal perspec-
tive, the latter is suffi cient to outweigh the former. Similarly, any activity that has 
all the dissatisfaction at the front end, followed by some larger satisfaction, will 
tend to be passed over, even when, again from an atemporal perspective, the lat-
ter is suffi cient to outweigh the former.

Of  course even agents who discount the future exponentially can be lured 
into engaging in activities that generate a pattern of  stimulation along the lines 
of  fi gure 8.2. Thus one need not appeal to hyperbolic discounting to explain 
why agents engage in activities that are, broadly speaking, shortsighted or self-
destructive. What hyperbolic discounting is needed to explain, however, is the 
pattern that addicts exhibit when, in a cool moment, they judge the activity to be 
self-destructive and resolve to quit, yet later change their minds and keep doing 
it. This sort of  preference reversal cannot be explained as a consequence of  mere 
discounting; it is a product of  hypertrophied discounting in the short term.

The typical examples of  weakness of  the will that feature so prominently in 
the philosophical literature (smoking, having another beer at the party, stay-
ing up late, etc.) are all examples of  activities that exhibit these patterns in the 
medium term. However, there are a variety of  similar phenomena that occur in 
the short and long term. Adapting Ainslie’s analysis somewhat, we might cat-
egorize these as shown in table 8.1.32

pleasure

time

baseline

Figure 8.2 The pattern of addiction.
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The most important point is that Ainslie’s discounting hypothesis provides an 
extraordinarily simple unifying explanation for all of  these phenomena, without 
the need to posit strict akratic action on the part of  agents. This is a good thing, 
since table 8.1 shows just how ubiquitous irrationality would be if  Mele’s analy-
sis of  weakness of  the will were correct. Every time someone scratched a mos-
quito bite, ate a Dorito, or checked his email rather than working on his book, 
he would be behaving irrationally. If  we want to avoid (for broadly Sellarsian 
reasons) positing pervasive misalignment of  motivation and evaluation, then it 
makes more sense to explain these as preference reversals.

Ainslie’s analysis can also be applied to explain various forms of  immoral-
ity, which occur when agents succumb to temptation. The analogy between 
prudence and morality has been widely noted.33 As the argument of  chapters 
6 and 7 has shown, properly socialized adults have a norm-conformative choice 
disposition, one that leads them to assign considerable deliberative weight to 
social norms in their conduct. This norm-conformative disposition can also be 
interpreted as a type of  metapreference, which increases the priority level of  the 
agent’s preference over certain actions relative to outcomes (i.e., her principles 
relative to her desires). This means that an agent who accepts a particular norm 
as binding on her conduct will also be motivated to act in accordance with it; 
there is no need to go a step further to bring her animal spirits into alignment.

Many people will no doubt have had the experience of  deciding, for exam-
ple, that it is wrong to torment one’s siblings, commit adultery, or evade taxes, 
and yet fi nd that the urge to do so is irresistible when the opportunity presents 
itself. The “Humean externalist” would explain this by saying that one “knows” 
it is bad to do these things, but simply lacks the motivation to refrain—either 
because one lacks the preexisting motivations needed to transform the “exter-
nal” reason licensed by the moral norm into a suitable “internal” reason, or 
because one has an appropriate “internal” reason, but somehow fails to secure 
a motivational score for that reason commensurate to its evaluative one. The 
explanation that I offered was more prosaic, namely, that the desire simply out-
weighed the principle, when it came time to determining a global preference 
ordering, either because one failed to take the principles as seriously as one 

Table 8.1 Forms of Dysfunctional Behavior

Descriptor Duration of  cycle Recognized 
as a problem

Examples

Compulsions Months to years Years to decades Workaholism, constrictions of  personality 
like miserliness, pedantry

Addictions Hours to days Days to years Substance abuse, explosive emotional 
habits

Urges Minutes to hours Days Bad habits such as “cable surfi ng,” 
overeating, procrastination

Itches Seconds Minutes Physical itches, obsessions, tics, 
mannerisms

Based on Ainslie, Breakdown of  Will, p. 64.
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might have, or because of  moral laxity—a failure to assign principles in general 
adequate priority. There are very few people in this world who assign lexical pri-
ority to their principles over their desires, and so there usually exist incentives 
suffi cient to induce immoral conduct in most people.

Ainslie’s analysis provides additional support for the prosaic explanation, by 
offering an explanation for the fact that the “overwhelming” of  one’s principles 
by a desire often occurs in the heat of  the moment, and thus generates the cycle 
of  temptation, transgression, and regret that is familiar from the case of  impru-
dence. After all, one is far more likely to be tempted by desires that exhibit the 
pattern of  stimulation shown in fi gure 8.2 than by those that present merely a 
long-term gain in average satisfaction. Primarily, this is because the disposition to 
respect social norms generates a relatively “fl at” pattern of  satisfaction. Because 
norms are associated directly with actions, the valuation they confer tends to be 
invariant across time. Actions that are valued for the sake of  outcomes on the 
other hand will tend to change in valuation as that outcome becomes either 
more proximate or more distant in time. Thus it is very easy to decide in advance 
that one will not, for example, tell a lie, and yet fi nd that the temptation to do so 
increases dramatically at the time when the benefi ts of  lying become most imme-
diate. This is even more pronounced in the case of  violence or sexual infi delity.

One exception to this claim about “fl atness” involves the sudden fl ush of  shame 
or discomfort associated with the violation of  social norms. Breaking social rules 
is not as easy as one might think. Most people would be mortifi ed by the thought 
of  brazenly cutting into line at the movie theatre, tripping a complete stranger at 
the bus stop, or even just standing up and singing in a crowded restaurant.34 One 
can easily imagine deciding to perform such actions (perhaps as a sociological 
experiment, in order to observe people’s reactions) but then losing one’s resolve 
when the time came.35 The embarrassment associated with nonconformity is 
sometimes quite acute, enough to generate dynamic preference inconsistency. 
The positive gratifi cation stemming from norm-conformity on the other hand 
appears to be far less unstable over time.

Of  course, none of  these examples are decisive, and people have wildly vary-
ing intuitions about what is going on in cases where we succumb to temptation. 
Ultimately, the question is simply how we want to describe the phenomenon 
of  weakness of  the will—as strict akrasia or as a temporary change of  mind. It 
seems doubtful that introspection, linguistic intuition, or philosophical “analy-
sis” will settle the question. There are, as I have suggested, powerful arguments 
stemming from the philosophy of  language that speak in favor of  the “temporary 
change of  mind” hypothesis. Philosophers, however, have traditionally favored 
the strict akrasia explanation, simply because they have been unable to see what 
could possibly motivate apparently capricious changes of  mind. If  shooting the 
horse seemed like a good idea fi ve minutes ago, then how could it not seem like a 
good idea now? Nothing in the world has changed, other than the fact that fi ve 
minutes have elapsed. So why should preferences change?

This is why Ainslie’s analysis, combined with a greater attention to the phe-
nomenon of  discounting, is so important. If  the agent has a time preference, 
then it means that each of  her preferences over states of  the world must be 
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 time-indexed. This makes it easier to see how the fact that a week has elapsed 
could change the agent’s evaluation of  the situation. And if  the agent’s time 
preference has the hyperbolic structure that Ainslie has diagnosed, then it is 
easy to see how the agent’s evaluations could exhibit the pattern of  inconsis-
tency over time that we have come to characterize as weakness of  the will. This 
is, of  course, not a decisive argument against the strict akrasia diagnosis. It does, 
however, eliminate the presumption in its favor that has, to date, heavily struc-
tured the philosophical discussion.

8.4. Self-Control

The argument so far has been based on my contention that discounting as such 
is not irrational, in the sense that it is not precluded by the theory of  practical 
rationality. In this respect, it is like risk-aversion and norm-conformity. These are 
all metapreferences that may lead one, from the standpoint of  one’s atemporal 
preferences, to engage in what appear to be nonmaximizing courses of  action. 
Thus an agent with such metapreferences may pass up some long-term gain in 
favor of  short-term satisfaction, may prefer to take the “sure thing” instead of  
a mathematically superior gamble, and may choose to respect a norm, thereby 
passing up an opportunity to achieve some otherwise desirable outcome. If  an 
agent has such preferences, there would appear to be no reason in principle that 
he or she should not act on them.

On the other hand, the fact that such metapreferences cannot be precluded 
in principle does not mean that agents cannot, and should not, refl ect on and 
possibly change the particular preferences they have. In the case of  the norm-
conformative choice disposition, the transcendental argument of  the previous 
chapter showed that such deliberation would be idle. Yet this is manifestly not 
so in the case of  the agent’s discount rate (and level of  risk-aversion). In fact, 
there is good reason to believe that the discount rate that agents typically adopt 
creates all sorts of  mischief  in their lives, and that they may have good reason to 
try to change it. In particular, they may have good reason to adopt an exponen-
tial rather than a hyperbolic discount rate (or perhaps even a time preference of  
zero).

In this context, it is worth noting that a signifi cant portion of  the socialization 
process involves pressuring children to acquire the capacity to defer gratifi ca-
tion (which is presumably part of  the reason that impulsiveness declines steadily 
with age).36 This refl ects the widely held conviction among parents that their 
children’s lives will go better if  they discount the future less sharply. In particu-
lar, it will give them the ability to develop long-term plans and stick to them, or 
more generally, to live a life with fewer regrets. (Economists have spent consider-
able energy developing an analysis of  education as a costly signaling system, 
allowing “high-ability” individuals to differentiate themselves from “low-ability” 
individuals in the job market. A more plausible analysis would be that the sepa-
rating equilibrium distinguishes those with more capacity to defer gratifi cation 
from those with less.)
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In particular, the fact that a steep discount rate makes us more vulnerable to 
addictions and similar bad habits (such as staying up late, charging too much 
on your credit card, eating too much, procrastinating, overuse of  pornography, 
excessive video game-playing, television watching, or net surfi ng) gives us all 
a reason to become more temperate individuals. Thus there will often be good 
arguments to be made against having the discount rate that implicitly struc-
tures many of  our desires and preferences. And given that these desires are all 
open to modifi cation through rational deliberation, the mere fact that primary 
socialization and habit provide us with a particular discount rate does not settle 
the question of  what that rate should be. Of  course, neither are we free simply to 
pick the rate that strikes us as ideal, because there is a somatic and libidinal sys-
tem underlying our intentional planning system that must be tended to. Simply 
deciding one day not to discount future satisfaction is likely to be no more suc-
cessful than simply deciding not to become frustrated. It takes a certain amount 
of  self-control.

When thinking about self-control, it is perhaps useful to distinguish two 
senses of  the term. Mele’s defi nition of  self-control (the level of  default corre-
lation between the agent’s motivational and evaluative rankings of  desires) is 
essentially passive. A person has a lot of  self-control, on this view, if  he tends 
always to do what he thinks it would be best to do. But there is also the question 
of  how agents whose motivational and evaluative scores do not line up very well 
respond to that fact. Mele outlines a number of  different strategies—attention 
management being the most important—that agents might adopt in response to 
such a situation.37 This adverts to a more active notion of  self-control, in which 
agents intervene, in some way, to ensure that their evaluative and motivational 
scores line up (or that their actions follow from their evaluations, and not neces-
sarily their motivations). Nevertheless, there has always been something myste-
rious about the active form of  self-control for partisans of  strict akrasia. Aristotle 
perhaps put it best when he asked “if  water chokes us, what must we drink to 
wash it down?”38 Since weakness of  the will is taken to represent the triumph 
of  unreason over reason, it is not clear how more reasoning could be effective 
in counteracting it. There are good reasons not to act akratically, but if  good 
reasons alone were decisive, then one wouldn’t be acting akratically in the fi rst 
place.

If, however, one regards weakness of  the will as fundamentally a problem of  
temporary preference inversion, induced by hyperbolic discounting, then active 
self-control is much easier to understand. According to this view, a person who 
discounted the future exponentially (or in the limit case not at all), would be 
highly self-controlled in the passive sense of  the term. He would always do what 
he thought it best to do. It is only hyperbolic discounters who want to do one 
thing but then change their minds later—and so have a present incentive to con-
trol what they do at a future date. Self-control in the active sense of  the term, 
then, refers to the (rational) strategies that hyperbolic discounters adopt into 
order to control dynamic preference instability, or to control their own behav-
ior in the face of  dynamic preference instability. There is nothing mysterious or 
paradoxical about this.
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Self-control in the active sense is essentially a type of  precommitment strat-
egy. Such attempts can be made either by ensuring that an anticipated prefer-
ence inversion does not occur, that one’s global preference ordering remains the 
same despite local preference inversions that may occur, or that one’s actions 
conform to present preferences despite any preference inversions that may occur. 
What makes instances of  the latter type examples of  self-control, rather than 
simply the tyranny of  a past self, is that the decision taken ex ante is also rati-
fi ed ex post, once the temporary preference inversion has passed. (Of  course, at 
the time the decision is taken, this anticipated ratifi cation is purely speculative, 
and often mistaken. People often decide that a particular exercise of  self-control 
was not worth the effort, once they have succumbed to temptation and failed to 
witness the anticipated ill effects. Thus one’s planning can only be characterized 
reliably as an exercise in self-control when dealing with habits that have proven 
themselves to be consistently deleterious.)

It is important to recognize, in this context, that precommitment can be 
achieved through either internal or external mechanisms. It is helpful to dis-
tinguish, under the general rubric of  self-control, strategies that involve an 
exercise of  willpower from those that involve some sort of  “work-around.” 
Through an exercise of  willpower, the agent may directly modify his (implicit 
or explicit) discount rate so that an anticipated preference inversion will not 
occur, or so that its effects will be attenuated. But rather than modifying his 
discount rate, the agent may also choose to avoid putting himself  in the cir-
cumstances that he knows will generate a problematic preference inversion. 
Or if  the circumstances are unavoidable, he may rearrange some other incen-
tives, in such a way that they favor the action that is best, according to his pres-
ent preferences. The latter are all management techniques. They do not correct 
the fundamental problem, which is the agent’s tendency to discount the future 
hyperbolically. Instead, they work around it, and so despite leaving the funda-
mental problem in place, prevent it from generating manifestly dysfunctional 
behavior.

Self-control strategies can be analyzed under the following headings:
1. Willpower. While the agent’s discount rate is responsive to underlying 

somatic conditions—such as a vague feeling of  anxiety or impatience, or else 
the quickening of  more particular somatic states like hunger or sexual arousal 
in the near term—it is not at all determined by these conditions. An agent who 
is experiencing hunger has considerable discretion in deciding how to respond. 
Normally, agents react to a feeling of  hunger simply by modifying their inten-
tional plans by adding a desire with the content “eat something” to their “to do” 
list. What they intend to eat and when they intend to eat will all be determined 
by the interaction of  the desire to eat with other plans. Furthermore, agents 
retain the option of  simply ignoring the somatic stimulus (especially if  they have 
other, more pressing goals they must attend to). Later, if  they fi nd that the stim-
ulus becomes more persistent and more distracting and begins to compromise 
their effi cacy in achieving these other goals, they may “give in” to the desire and 
move “eat something” up in the list of  priorities. On the other hand, they may 
continue to ignore it.
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What exactly is going on here? Feeling hungry constitutes pro tanto grounds 
for adopting a desire to eat something. Usually this is a straightforward lan-
guage-entry move—the agent responds to the somatic stimulus by adopting 
an intentional state, namely, a desire to eat, with a priority level that roughly 
refl ects the perceived level of  somatic arousal. However, the agent may also have 
pro tanto reasons for not eating, such as being on a diet, or wanting to get to work 
on time. She will then adjust downward the priority level associated with the 
desire to eat, in response to these reasons against. (Precisely how one wishes to 
characterize the dynamics of  this mode of  deliberation is not at issue here.) In so 
doing, she is choosing to “control” her need for food, by assigning that activity 
a lower priority in her plans than it would otherwise merit, were it to be based 
entirely on the somatic stimulus. This is what we normally think of  when we talk 
about willpower.

This is why attention management is such an important component of  effec-
tive self-control. The brain is normally inundated with stimuli, all of  which must 
compete with one another for attention. The dynamic of  this competition is 
largely outside of  our control, although people are able to infl uence it to varying 
degrees. As we have seen, formulating explicit plans in the medium of  language 
is an important device that we have at our disposal for doing so.39 Thus as a par-
ticular somatic stimulus like hunger becomes stronger over time, it will begin to 
compete more effectively for attention. An agent who has other reasons for not 
eating, and therefore chooses to ignore her hunger pains, will therefore fi nd this 
plan more and more diffi cult to carry out as time passes (and in the limit case, 
will suffer from a loss of  intentional control). Thus one important technique for 
sticking to the plan is to prevent the hunger stimulus from securing attention, by 
becoming engrossed in some other activity or thought.

What does a failure of  willpower look like in this view? Consider the case of  
someone who is working away on a report and begins to feel hungry. If  she is 
engrossed in her work, she may not even notice this at fi rst. When she does, 
she may then weigh the pros and cons of  running across the street to buy a 
sandwich against continuing for a while longer with the work that she is doing. 
Suppose that she is feeling productive, and so decides not to take a break to eat 
for another two hours. She refocuses her mind on the report, and gets back to 
work. However, as time passes, she fi nds that she is becoming increasingly dis-
tracted by her hunger pains. She continues to refocus, but after an hour or so she 
relents and goes off  to buy a sandwich. When she returns to work, her mind is 
no longer in it, and she regrets her decision.

The wrong way to characterize this would be as an instance of  akrasia, or 
irrationality. It is not as though she has a nonintentional somatic state (hunger) 
and a desire (to work) and that when she goes off  to buy the sandwich the former 
wins out over the latter, and so gets to determine her conduct. Nor is it the case 
that of  her two desires (one to eat, the other to keep working) the former acquires 
greater motivational strength all on its own as the somatic stimulus increases. 
What we are dealing with is a rational change of  mind, in response to a change 
in somatic stimulus. The agent has a pro tanto reason to eat, grounded in the 
somatic stimulus, and a pro tanto reason not to eat, derived from the importance 
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of  the report. The agent initially downgraded the priority of  eating, in response 
to the latter, but miscalculated her ability to ignore the somatic stimulus over a 
two-hour period. When the agent “relents,” it is because she changes her esti-
mation of  the priority that the somatic stimulus should confer on the desire to 
eat. There may or may not be irrationality involved in her changing the priority 
of  a desire that she had initially vowed not to change, but there is certainly no 
irrationality in the action she takes, on the basis of  the desire after it has been 
changed.

2. Self-management. Willpower, in its strictest form, involves simply deciding 
what one is going to do, according to the best reasons currently available, and 
then sticking to the plan, regardless of  how one’s somatic state (and perhaps 
even external circumstances) may change. At the limit, this can amount sim-
ply to imposing an exponential discount rate on one’s deliberations, and ignor-
ing whatever displeasure this may generate at the level of  one’s underlying 
somatic states. However, there is surely some truth in Hume’s claim that “men 
are not able radically to cure, either in themselves or others, that narrowness 
of  soul, which makes them prefer the present to the remote.”40 Most people, in 
other words, cannot simply impose a discount rate on themselves. Thus they 
have a range of  indirect strategies and tricks that they employ in order to avoid 
the more problematic temporary preference inversions. Some of  these, such as 
attention management, are so central to the exercise that they are best thought 
of  as an element of  willpower. Others, however, are more like work-arounds. 
Consider, for example, the use of  substitute gratifi cations. Somatic stimuli tend 
to be extremely nonspecifi c, and we often rely on environmental cues in order 
to determine what they are, so that we may then go on to form desires with spe-
cifi c content. We have probably all had the experience of  wandering around the 
kitchen, feeling the need to eat something, but not being sure what that some-
thing is. Even something as specifi c as a craving for a cigarette does not present 
itself  as such, and can easily be misidentifi ed as hunger. People who are trying 
to quit smoking can take advantage of  this indeterminacy by eating snack food 
whenever they have a severe craving for a cigarette. (The reverse is true as well; 
people who are dieting often have a cigarette whenever they feel hungry.) It may 
not be as satisfying, but it does go some way toward keeping the somatic stimu-
lus to a manageable level.

Similarly, people who are under considerable pressure to defer gratifi cation 
in central areas of  their life may choose to “go wild” in some more peripheral 
areas (by engaging in extreme sports, spending excessively in some consump-
tion category, etc.). They may also choose to reward themselves for one exercise 
of  discipline by relaxing discipline in some other area (e.g., treating themselves 
to a more expensive lunch, in return for fi nishing a report on time). In effect, 
they choose to manage their feelings of  impatience and frustration by apply-
ing different implicit discount rates in different areas of  their lives. The effective-
ness of  particular strategies may be specifi c to the individual in question, but 
there is no doubt that gratifi cations arising from one activity can have a spill-
over effect, reducing the level of  stimulus associated with a related activity that 
the agent may be seeking to control. People may also simply choose not to 
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attempt self-control in areas where they think the effort will create too much 
strain. Ainslie refers to this as a “lapse district,” where past lapses have “foretold 
a broad loss of  impulse control,” and so the “person doesn’t dare attempt efforts 
of  will.”41 (He adds, helpfully, that when behavior in this lapse area becomes 
clinically noteworthy, it is referred to as a “symptom.”)

The way people think about a particular decision can also have an important 
impact on the discount rate they apply. For example, it has been observed that 
individuals exhibit less dynamic instability in their preferences when dealing 
with questions in monetary terms. Ainslie has suggested one explanation for 
this, which is that money, because it is not consumed directly, but rather is trans-
formed into consumption goods at the point of  purchase, serves as a stand-in for 
a temporally extended sequence of  satisfactions.42 As a result, money effectively 
“bundles” together an entire set of  preferences, some of  which will be satisfi ed 
sooner, others later. Because of  this, the temporary spike in desire for one good, 
caused by its temporal proximity, will tend to be smoothed out when combined 
with the desires for less proximate goods. Thus one of  the best ways to exercise 
control over one’s spending habits is to think of  one’s consumption in purely 
monetary terms: to think of  each purchase in terms of  its overall impact on the 
household budget, and so on.

3. Environment management. One of  the most underappreciated aspects of  self-
control is the measures people take to avoid putting themselves in situations in 
which they will suffer from preference inversions. Mahatma Gandhi’s approach 
to celibacy may have been to sleep between two naked young women (thereby 
making it an exercise in pure willpower), but most men who manage to refrain 
from adultery succeed because they never fi nd themselves in such situations 
(and should such an unlikely situation arise, take evasive action). Indeed, there 
is something rather preening about Gandhi’s “experiments in Brahmacharya,” 
as though virtue were a demonstration sport, to be practiced competitively. For 
ordinary mortals, the standard way of  avoiding succumbing to temptation is to 
avoid situations in which one will be tempted.

This sort of  environmental management is so ubiquitous that much of  it goes 
unnoticed. Sometimes there are explicit rules of  thumb: Eat a full meal before 
you go grocery shopping. Flush your cigarettes down the toilet if  you want to 
quit smoking. Get a new set of  friends if  you’re trying to kick heroin. Unplug 
the internet if  you want to get your thesis written. Don’t carry cash if  you don’t 
want to spend it. More subtly, one can see in people’s homes—environments 
they have created for themselves—many elements that serve as supports for 
habits and routines that the individual wants to cultivate or maintain. The type 
of  food that is in the kitchen, the position of  the television, the exercise equip-
ment, the workspace are often “external scaffolding,”43 designed to make certain 
activities easier, and others more diffi cult (or certain activities easier to combine 
with some than with others).

Of  course, some people rely more heavily on their environments than others. 
Many people who have an enormous amount of  self-control actually have very 
little willpower, but are able to control themselves through ingenious environ-
mental management. One can see the importance of  such external  scaffolding 
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by observing the extent to which their temperate habits are disrupted when 
they are placed in a different environment, such as a hotel (e.g., they might stay 
up too late watching television, simply because at home there is no TV in the 
bedroom).

4. Cooperation. One of  the most underappreciated aspects of  self-control is the 
way we recruit other people to assist us in abiding by our resolutions. Hume 
argued that our capacity to provide this sort of  assistance to one another was 
in fact the foundation of  “civil government and allegiance.”44 Once we have 
decided on the best plan, we can authorize others to punish us, constrain us, or 
even act on our behalf, in such a way as to guarantee that we stick to the plan. 
(Ulysses arranging for his sailors to tie him to the mast and then ignore all his 
subsequent orders is the classic example.)45

The extent to which we rely upon others to keep us on the straight and nar-
row is often overlooked. In the same way that our brains colonize elements of  
our physical environment (such as pencils, abacus beads, or linguistic symbols) 
in order to amplify our native cognitive abilities, we also use the cognitive abilities 
of  other people for the same purposes, especially when there are complementari-
ties available. Thus among spouses there is usually one person who keeps track 
of  money, another who remembers birthdays, one person who acts as navigator 
in the car, and so on. Those who are able to divide up tasks effectively wind up 
being “smarter” when together than either is when alone. Less seldom noted is 
the way spouses divide up the burdens of  exercising self-control by, either explic-
itly or implicitly, licensing one another to nag. One can also see it in the division 
of  household labor—the person who is most likely to buy healthy food is the one 
most likely to be responsible for grocery shopping, the one most likely to save 
money and pay bills on time is the one most likely to be in charge of  fi nances, and 
so on. There may be a number of  different explanations for the fact that people 
who are married are, on average, happier than those who are single, separated, 
or divorced, but one factor must be the extent to which married couple are con-
stantly working to correct each other’s bad habits (a procedure that is, of  course, 
painful in the short term but benefi cial in the long term).

It is worth noting as well that many social institutions have traditionally been 
organized in such a way as to promote self-control, and to exercise it by proxy 
in cases where individuals fail. The best way to save, for example, is to authorize 
one’s bank to make automatic withdrawals as soon as one’s paycheck is depos-
ited.46 (This is also the best way to pay one’s tax bill, which is presumably why the 
state imposes mandatory withholdings.) Employers usually pay out salaries in 
biweekly or monthly installments, rather than annual lump sums. They provide 
compensation to employees in the form of  benefi ts, rather than simply cash. Bars 
in North America sell hard liquor by the shot, not by the bottle. The examples 
could be multiplied quite easily.

5. Rule-making. Finally, there is the well-known phenomenon of  people mak-
ing rules to constrain their own behavior. The best way to understand this sort 
of  rule-making is to treat the individual as enlisting a principle as a pro tanto rea-
son against performing a particular action, in order to bolster whatever desire-
based reasons arise from the anticipated long-term consequences of  that action. 
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Thus an agent who is tempted to eat a donut, and fi nds the mere contemplation 
of  its long-term health consequences insuffi cient as a deterrent, might then scan 
about for some principles that such an action would violate. If  this is successful, 
then he can take commitment to the principle and add it to the health conse-
quences as reasons against eating it. Thus he brings his own normative control 
system into play on the side of  temperate conduct.

Another simple strategy is to enlist others to help one develop good habits. 
Here one is not relying on the normative force that can be associated with cer-
tain actions, but with the positive cathexis that can be built up through repeti-
tion. Many people like to have routines—a set of  actions that they perform each 
day—and deviation from them can be a source of  displeasure, regardless of  its 
consequences. Thus if  one can get the right set of  routines in place—healthy 
eating, regular exercise, a good night’s sleep—then the gratifi cation associated 
with adherence to the routine itself  may be suffi cient to outweigh any short-
term temptations that may arise (especially given that the value of  an action is 
normally undiscounted, simply because of  its immediacy).

It is somewhat more diffi cult to understand the fact that agents often just 
invent rules for themselves, as a way of  controlling their own behavior. There 
have been a large number of  hypotheses advanced to explain this phenom-
enon.47 One possible explanation, however, that has been widely ignored is 
that self-imposed rules represent internalized version of  commitments initially 
adopted using the external scaffolding of  interpersonal normative commitment. 
Part of  the success of  12-step programs and support groups stems from the fact 
that individuals are able to commit themselves publicly before others to correct-
ing dysfunctional behaviors. Having made a promise to the group, and having 
the sense that failure on one’s part may let others down, provides additional 
normative grounds for compliance. More generally, simply being in a group of  
people all trying to correct the problem may trigger the agent’s norm-conformative 
disposition.

I believe that the phenomenon of  self-imposed rules essentially represents 
an internalization of  this external mechanism of  social control. Indeed, people 
will often describe these sorts of  restrictions using the model of  interpersonal 
interactions (e.g., in terms of  “having made a promise to myself ” or “having 
made a commitment to God.”) There is also considerable reason to believe that 
the internalized version is not as effective as the interpersonal one. For example, 
there is a very strong negative correlation between social isolation and success 
in combating addiction.48 This makes sense if  rule-following is learned fi rst in 
the form of  compliance to external norms, after which normative self-control is 
acquired through internalization. This is further reason to believe that theorists 
who take the ability to plan, or to adopt intentional states, as primitives and then 
try to use these capacities to explain the emergence of  rule-following and social 
norms get the explanatory order backward.

Because of  this, there is often no sharp distinction between rule-making as 
an exercise of  willpower and rule-making as a management technique. A mar-
riage ceremony, for instance, combines elements of  both in a seamless fashion. 
Making a promise in front of  everyone in the world whose opinion you care 
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about is simply not the same as making a promise in the privacy of  one’s own 
home. Both involve making a promise, and so imposing a rule on oneself. But the 
former also involves marshaling signifi cant social and environmental resources 
to structure one’s present and future incentives in such a way as to favor compli-
ance with that rule.

8.5. Volitional Prosthetics

In chapter 4, I argued that there is no way to separate the “native” cognitive 
abilities of  the human brain from the external mechanisms—the social, cul-
tural, and physical resources—that we use to amplify them. Not only are the 
two not separable, but it is perverse to want to separate them, since to do so 
obscures the peculiar genius of  the human mode of  cognition. As Andy Clark 
writes:

Advanced cognition depends crucially on our abilities to dissipate reason-
ing: to diffuse achieved knowledge and practical wisdom through com-
plex social structures, and to reduce the loads on individual brains by 
locating those brains in complex webs of  linguistic, social, political, and 
institutional constraints. . . . [Human brains] are not so different from the 
fragmented, special-purpose, action-oriented organs of  other animals and 
autonomous robots. But we excel in one crucial respect: we are masters at 
structuring our physical and social worlds so as to press complex coherent 
behaviors from these unruly resources. We use intelligence to structure 
our environment so that we can succeed with less intelligence. Our brains 
make the world smart so that we can be dumb in peace! Or, to look at it in 
another way, it is the human brain plus these chunks of  external scaffold-
ing that fi nally constitutes the smart, rational inference engine that we 
call mind.49

These refl ections on the nature of  theoretical rationality have profound 
implications for our understanding of  practical rationality as well. The most 
important piece of  “external scaffolding” that goes into the construction of  our 
intelligence is language, which we master fi rst as a set of  external symbols and 
social practices. It is mastery of  language that gives us the capacity not only 
to count, to categorize, and to follow complex instructions but also to engage 
in intentional planning, and thus to impose a linear, coherent, rational order 
on our sometimes chaotic and confl icting behavioral dispositions. It is the inter-
nalization of  these capacities that produces the rational, maximizing agent that 
decision theory seeks to model (and of  course, as behavioral economists have 
shown, this internalization remains partial, and in some cases, fragmentary). 
This is why most of  us, insofar as we do succeed in pursuing something like max-
imizing strategies in pursuit of  our goals, manage to do so by “offl oading” an 
enormous number of  cognitive demands onto our physical environment (com-
puters, stacks of  paper, post-it notes, bank accounts, etc.) and onto other people 
(lawyers, stockbrokers, colleagues, spouses, etc.).50
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Recognizing the importance of  this external scaffolding must necessarily 
change the way we think about the “autonomous” individual. The philosophical 
(and Christian) tradition has tended to privilege the internal over the external, 
such that the only form of  self-control that “counts” with respect to either pru-
dential or moral temptation is willpower. Yet there is no clear distinction between 
the way we structure our environment to amplify our cognitive resources and 
the way we structure the environment to amplify our motivational ones. This 
sentence is being written on a laptop computer from which I have specifi cally 
uninstalled all the games, and which has been disconnected from the internet. 
It has been set up that way because I lack the willpower to refrain from gaming 
or surfi ng when I am supposed to be writing. Thus at many points, the only rea-
son that I keep writing is that, in order to game or surf, I would have to get up, 
go downstairs, and boot up my desktop. In other words, I undergo a failure of  
“self-mastery” in the internal control sense, but I retain “self-mastery” through 
a prior organization of  my external incentives in such a way as to favor actions 
that would be undertaken on the basis of  the preference that I endorse on refl ec-
tion (in a “cool moment”). To imagine that the internal strategy is somehow 
superior to the external one is simply to privilege arbitrarily one style of  exercis-
ing self-control over another.

Many people treat their own willpower as something of  a scarce resource, 
with only so much to go around.51 Thus they make budgetary decisions, choos-
ing which temptations to control directly and which ones to “offl oad” to the 
environment (in much the same way that we decide whether to commit some-
thing to memory or to write it down). Should I buy a case of  beer, then ration 
my consumption? Or should I bring home only a six-pack? The fact that people 
buy beer by the six-pack, and pay more per bottle to do so, suggests that external 
control is an important feature of  self-control. It means also that the all-night 
beer store is not an unmixed blessing. While providing increased convenience for 
some, it also pulls away a part of  the external scaffold that many people use as 
part of  their self-control system (namely, the unobtainability of  more beer, after 
the six-pack is consumed). Thus late-night hours at the beer store should cor-
rectly be viewed as an innovation that decreases the autonomy of  these people, 
by withdrawing a form of  social cooperation that they at one time relied on to 
exercise self-control.

Joel Anderson has argued that these external scaffolds should be thought 
of  as a type of  prosthetic.52 In this respect, we would have cognitive prosthetics, 
volitional prosthetics, moral prosthetics, and perhaps many others. There is a 
sense in which taking a false limb away from an amputee may constitute just 
as serious a threat to the integrity of  that person as the initial loss of  the limb. 
But what about taking away the eyeglasses of  someone who is terribly short-
sighted? Bullies do it all the time, and it is in most cases a far more damaging 
violation of  the person than being punched or kicked. And what about taking 
away someone’s clothing? The distinction between that which is “naturally” a 
part of  the body and that which has been added to it is unhelpful when thinking 
about personal integrity. The situation is very much the same when thinking 
about autonomy and the will.
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One further reason for not privileging internal control over external control 
strategies when thinking about the will is that different people make different 
choices about what tasks to offl oad onto the environment. Some people fi nd it 
relatively easy to control food cravings, and so keep a house full of  chocolates, 
candies, and snack food. Others fi nd these cravings diffi cult to control, and so 
make sure that all of  these items are banished from their house. They are, in 
effect, choosing to exercise control at the point of  purchase, thereby creating a 
home environment that facilitates control at the point of  consumption (or non-
consumption, as the case may be). The fact that in the latter case, they are acting 
on the basis of  external incentives, rather than internal control, is no reason to 
deprecate their motives. The important point is that they are acting on the basis 
of  incentives that they have created for themselves.

Of  course, the question of  privileging the internal over the external is not 
terribly weighty in the case of  prudential choice. It becomes more signifi cant, 
however, in the case of  resistance to moral temptation. Many philosophers have 
followed Kant in adopting an exceedingly strict defi nition of  autonomy, accord-
ing to which any infl uence of  desire, rather than just principle, constitutes an 
affront to the autonomy of  the agent. This of  course maps onto his distinction 
between actions done in accordance with duty, and those done from duty. Such 
a distinction ignores the frequency with which agents, acting from duty, but 
knowing that they will later be subject to temptation that may defeat the motive 
of  duty, arrange their incentives in such a way that it will later be in their inter-
est to act in accordance with duty. In other words, they offl oad this particular 
exercise of  willpower onto the environment. In Kant’s view, this makes their 
later actions heteronomous, and deprives them of  moral value. Thus the over-
whelming majority of  moral actions wind up being reclassifi ed as amoral (Kant 
is surely right in saying that if  his view is correct, there is no way of  knowing 
whether any truly moral action has ever been performed).53

In the same way that the amount we can remember represents only a tiny 
fraction of  the information we keep readily at our disposal in written form, the 
amount of  moral fi ber that most of  us are able to summon up represents only a 
small percentage of  what we have “offl oaded” to the surrounding environment. 
This is why so many studies have shown that there are no stable personality traits 
associated with traditional “virtues” like honesty.54 It also explains “the banality 
of  evil” phenomenon—why people are willing to do abhorrent things when put 
in the right circumstances, and the right social environment. I have never met 
anyone who believes that he or she would have shocked a fellow human being 
to death, had she been one of  the unfortunate participants in Stanley Milgram’s 
famous experiments. Part of  this is simply wishful thinking (the same way that 
94 percent of  college professors think their work is of  above average quality, or 
that most people think they have above average driving skills).55 But part of  it 
also represents a genuine failure to perceive the extent to which we rely on our 
environment.56 In the same way, most of  us think we can do pretty complicated 
arithmetic, but if  you take away all writing implements, calculators, and so on, 
it turns out that “we” can’t do very much arithmetic at all. Similarly, we tend not 
to be very moral, when removed from the social context in which the preponder-
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ance of  our moral actions occur. One way of  responding to this is to assume 
that we are all bad people. The other possible response—the one I would recom-
mend—is to rethink our traditional understanding of  the moral will.

Of  course, when doing arithmetic with a pen and paper, it is pretty easy to see 
where our operative short-term memory is being offl oaded. Where does moral-
ity get offl oaded? First and foremost, it is offl oaded onto social institutions. The 
norms that govern our everyday practices, and that structure our expectations 
in routine social interactions, are the concrete embodiment of  our moral life. 
Rather than think about the details of  what we owe to one another, each and 
every minute of  the day, most of  us simply follow the rules. We conform to social 
norms. Not only does this lessen the cognitive load (because it frees us from the 
need to contemplate a broad swath of  the consequences of  our actions) but, 
because the norms are also socially sanctioned, it lessens the motivational load. 
It is both a cognitive and a volitional prosthetic. Assortative interaction is an 
important element of  this. The best way to avoid committing a crime is to avoid 
socializing with criminals. More generally, the best way to prevent oneself  from 
committing a certain type of  action is to put oneself  in a social context in which 
people regard that sort of  action as particularly taboo. Not only does this bolster 
our impulse to conform, it also makes us apprehensive of  the sanctions for fail-
ure to do so. The same way that most human knowledge is found in books, and 
only episodically in brains, most human morality is found in social institutions. 
Of  course, the relationship between brains and norms is complex, and needs to 
be discussed in further detail. The point is simply that thinking of  morality as 
some sort of  abstract formula that we apply “on the fl y,” or in real time, to medi-
ate social interactions, is to mistake, as Emile Durkheim put it, “the summit of  
morality for the base.”57



In 1835, the crew of  an Australian seal-hunting ship arriving in New Zealand 
made the mistake of  mentioning that they had stopped over, en route, at a small 
group of  islands where “there is an abundance of  sea and shellfi sh” and where 
“the inhabitants are very numerous, but they do not understand how to fi ght, 
and they have no weapons.”1 In so doing, they alerted the Maori—the native 
population of  New Zealand—to the existence of  the Chatham Islands, along 
with some distant relatives, the Moriori. The two population groups, although 
descendants of  the same Polynesian ancestors, had lost track of  each other 
almost a thousand years earlier, and had since developed very different cultures. 
One of  these differences was put on dramatic display when the Maori, on hear-
ing of  their new neighbors, responded by sending a war party of  fi ve hundred 
men to the Chathams. The Moriori, who had a tradition of  peaceful dispute reso-
lution, “decided in a council meeting not to fi ght back, but to offer peace, friend-
ship, and a division of  resources.” The Maori on the other hand chose to attack. 
“Over the course of  the next few days, they killed hundreds of  Moriori, cooked 
and ate many of  their bodies, and enslaved all the others, killing most of  them 
too over the next few years.” The Maori thought very little of  this, since it was, as 
one conqueror explained, all done “in accordance with our custom.”2

Here we have a typical example of  an encounter between what one might 
call a “nice” culture and a “nasty” one. The presence of  “nice” cultures on vari-
ous Polynesian islands is well known. Reports from the earliest European voy-
ages of  exploration contained breathless accounts of  societies in which the more 
unsightly features of  European civilization were notably absent: no warfare, sex-
ual repression, or aristocratic systems of  rank. The existence of  cultures in which 
such practices did not prevail was taken by many as evidence that these practices 
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could be abolished at home as well. Yet few stopped to consider the possibility 
that it was not by accident that these “nice” cultures were to be found exclusively 
on remote Pacifi c islands. More specifi cally, they failed to consider the possibility 
that “nice” cultures could be found only on isolated islands for the same reason 
that fl ightless birds could only be found on such islands—the absence of  natural 
predators. Of  course, in the case of  cultures, it was the “nasty” Maori that acted 
as the predators (much as Muslims did in North Africa, the Han Chinese did in 
Asia, the Aztec did throughout Mesoamerica, and Europeans did throughout 
most of  the world.) Could it be an accident that every major human civilization 
has been, in essence, based on a “nasty” culture?

The moral of  the story is this: evolutionary theorists are certainly not wrong 
to point out that some of  the dynamics that limit the emergence and repro-
duction of  altruistic behavior in the biological domain are also at work in the 
domain of  culture. It is not clear how a system of  social norms that prescribes an 
overly “nice” code of  conduct can manage to avoid being supplanted by one that 
is much nastier. This is, in certain respects, counterintuitive. Because the “nice” 
system often generates Pareto-superior outcomes and the “nasty” one Pareto-
inferior ones, there is an almost overwhelming tendency to think that reason-
able people would automatically gravitate toward the former. History belies 
this assumption. Yet we are constantly at risk of  committing, in the domain of  
culture, the same fallacy that leads us to think that patterns of  altruistic con-
duct should emerge among animals in cases where it is “good for the species.” 
The advantage of  the evolutionary perspective is that it shows us that there is a 
problem explaining altruistic or cooperative conduct among humans, one which 
does not simply go away once we adopt a cultural rather than a sociobiological 
perspective. Most moral philosophers have not even seen the problem, and so 
have made little progress toward the development of  a solution.

That said, many evolutionary theorists take things too far, assuming on these 
grounds that the same sort of  games used to study the dynamics of  biological 
systems can be unproblematically extended to handle cultural ones. I would like 
to begin by discussing the limitations of  this strategy, before going on to elabo-
rate a new one that adopts a less problematic attitude toward norm systems, and 
yet is still “realist” enough to accept the constraints that the need for replication 
imposes on the content of  these systems.

9.1. Problems with Evolutionary Game Theory

Stories such as that of  the Maori and Moriori lend credence to the view that the 
dynamics of  cultural reproduction are subject to some of  the same pressures 
that exist in the biological domain. In chapter 6, however, I took some trouble to 
show that evolutionary theories that attempt to explain particular social insti-
tutions in terms of  their contribution to the genetic fi tness of  individuals are 
unhelpful. Evolutionary biology can play an important role in helping us to 
understand the emergence of  culture-dependence in the human species. It can 
also help us to discern the structure of  the biological “platform” that supports 
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cultural transmission, namely, conformist imitation with moralistic punish-
ment. The emergence of  culture in turn permits the development of  language, 
and of  the intentional planning system. Yet once cultural transmission is in 
place, the forces of  biological selection cannot “reach through” and determine 
the content of  particular intentional states, simply because the structure of  the 
cultural platform is so fi tness enhancing that it permits the transmission of  all 
sorts of  content that is biologically maladaptive.3 Biology may still serve as a 
source of  powerful biases within the sphere of  cultural reproduction, but it no 
longer serves a selective function. Otherwise put, biological factors may con-
tribute to the cultural fi tness of  a behavior pattern, and thus exercise an infl u-
ence on which patterns get selected, but they cannot act as a direct force of  
selection.

Thus it is inappropriate to treat “Cooperate in collective action problems” as a 
preference that could be directly cultivated by the forces of  biological selection. 
To set up an evolutionary game with “Cooperate” and “Defect” as the strategies is 
therefore tacitly to commit oneself  to a sociobiological framework that is empiri-
cally inappropriate for the analysis of  human behavior. Of  course, evolution-
ary game theorists have a response to this. It doesn’t matter, they say, whether 
“Cooperate” and “Defect” are interpreted as genetically programed behavioral 
dispositions or as culturally transmitted memes, they are still subject to the same 
replicator dynamics.4 And whether altruism is a gene or a meme, it will still face 
the same obstacles when it comes to propagating itself—since all the benefi ts go 
to others, it will have diffi culty attracting imitators and discouraging free riders. 
Thus the same replicator dynamics can be applied in both cases, and the same 
game-theoretic models are valid, regardless of  whether the “strategies” in ques-
tion are biological or cultural.

This is almost true. The reason that the replicator dynamics can be used to 
model both biological and cultural systems is that these dynamics are extremely 
formal in nature. The standard equation simply states that the frequency of  a 
particular variant i in the population p

i
′ at a given stage will be determined by the 

frequency at the previous stage, multiplied by the fi tness of  that variant f
i
 relative 

to that average in the population f:5

 p
i
′ = p

i
( f

i
 – f  ) (1)

There is nothing to take issue with here. This statement boils down to the claim 
that those things that are relatively good at reproducing themselves will tend 
to increase their share of  a population over time, relative to those things that 
are bad at reproducing themselves. More important, it says nothing substantive 
about what “fi tness” is, or how it is determined. Thus one can imagine all sorts 
of  ways the replicator dynamics could be applied unproblematically to cultural 
phenomena. Consider, for example, an attempt to model the frequency of  word 
use. One could record segments of  a given length from the speech of  a number 
of  language users as they go about their daily business, and determine the fre-
quency with which each word in their vocabulary occurs. One could then return 
to sample their speech after various intervals, in order to see how the vocabulary 
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employed changes over time. One would no doubt encounter a certain drift, as 
some words pass out of  use and others get introduced. One could then construct 
a model that assigned different “fi tness” levels to different words, and then show 
how factors like their novelty, or topicality, lead to increased representation in 
the “population” of  words produced by the speaker.

While I think that there would be nothing objectionable about such a model, 
one can see quite easily the problem it raises. What exactly determines the “fi t-
ness” of  a word? Obviously certain expressions, like clichés, acquire their repro-
ductive prowess in the same way that pop songs do—by sticking in one’s mind. 
Trendy phrases move through the population like a virus, but then “burn out” 
once too many people begin to use them. Other expressions, like “dog” and 
“door,” owe their fi tness to the prevalence of  dogs and doors in the environment, 
and to the pragmatic need to give directions that involve their manipulation 
or control. Other words, such as “the,” acquire their fi tness from grammatical 
conventions that are purely intralinguistic. Others, like “thanks” or “sorry,” are 
determined by aspects of  our social practices (e.g., Canadians say “sorry” on 
occasions where most English speakers say “excuse me”).

Looking over these examples, it should be obvious that there is no simple 
property that constitutes the “fi tness” of  a word, other than its propensity to 
occur with a given frequency in speech. There is simply too much going on, in 
determining the speech pattern of  a typical language user, to be able to pick out 
a simple set of  factors that determines the frequency with which a given word 
will occur. As a result, the only way really to determine the “fi tness” of  a word is 
to see how well it is represented at time t1 and at time t2, then infer that the one 
with increased representation is more fi t and the one with decreased representa-
tion is less so. At a strictly formal level, there is nothing to stop one from doing 
so. The only problem is that it turns the old “survival of  the fi ttest” slogan into a 
tautology. The fi t becomes nothing other than that which survives.

In biology, we have a relatively independent concept of  fi tness and reproductive 
success that allows us to make confi dent predictions about the effects that particu-
lar mutations will have on the representation of  a particular allele in the popula-
tion. When scientists “tweak” fruit fl ies so that they grow an extra pair of  legs 
where their antennae should be, we can anticipate that this will reduce their fi t-
ness. We do not really need to mix them in with the general population, then check 
back in a few generations to see how many mutants are still in circulation. But 
with words, it is diffi cult to imagine making such predictions. For example, when 
the humorist Gelett Burgess began using the term “bromide” to refer to something 
boring or platitudinous, he also introduced the term “sulphite” to denote the con-
trary. While the former caught on, and has become a standard term, the latter 
did not. He also invented dozens of  new words from scratch. The only one that 
entered general usage was “blurb.” Who could have predicted any of  this ex ante? 
And in what sense is it a characteristic of  any one expression that it is more “fi t” 
than the other? (What made “blurb” better than “igmoil” or “tashivate”?)

All of  these puzzles arise with the comparatively simple case of  word use. Now 
consider cultural reproduction. The discussion so far has been focused on imita-
tion as the principal mechanism of  cultural transmission. Nothing very specifi c 
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has been said, however, about why individuals imitate certain forms of  behav-
ior and not others. Even during childhood—where there is very little cognitive 
evaluation of  role models—the infl uences are extremely complex. An enormous 
amount of  transmission occurs through primary socialization in the home, and 
therefore takes the form of  straightforward vertical transmission. Yet once chil-
dren begin venturing outside the home, the lines of  transmission quickly become 
tangled. Not only peer groups but also high-status individuals and individuals in 
particular institutional roles (such as teachers) serve as major sources of  infl u-
ence. No one can say with any certainty what motivates the individual to associ-
ate with one group of  peers rather than some other, to respond to one dimension 
of  the status hierarchy over some other, or to respond positively or negatively to 
particular authority fi gures.

Once the child achieves something approaching an adult level of  sophistica-
tion, cultural transmission is further complicated by the level of  rational scrutiny 
the individual brings to bear on his own conduct. Instead of  blindly imitating 
various cultural parents, he may begin to refl ectively assess the merits of  differ-
ent behavior patterns. This may lead him to revise or reject cultural patterns that 
he has already adopted, to seek out behavioral patterns or belief  systems that he 
has not been exposed to, or to engage in autonomous learning aimed at improv-
ing existing patterns. The memetics literature has tended to focus on noncogni-
tive mechanisms of  cultural transmissions (e.g., some forms of  behavior attract 
imitators simply by drawing attention to themselves, others by promising social 
connections and recognition, others by offering more hedonic forms of  gratifi -
cation, others by exploiting cognitive biases, etc.).6 Yet not only are all of  these 
forms of  behavior subject to rational evaluation but cognitive mechanisms also 
serve as an independent conduit for transmission. Individuals sometimes change 
their behavior when they become convinced, rationally, by others to do so.7

Thus what counts as “fi tness” in models of  cultural reproduction remains a 
black box, which contains dozens of  different factors, all of  them interacting in 
unknown and highly unpredictable ways. If  we are interested in understanding 
morality, the primary question is whether what goes on “inside” that black box 
is more important than what goes on “outside” of  it. Those who have tried to 
apply evolutionary models to the analysis of  cooperation as a cultural pattern 
have assumed that cooperation will have low fi tness in the cultural domain for 
roughly the same reason that altruism in other species has low fi tness in the 
biological domain. This assumption is what justifi es their use of  the same repli-
cator dynamics to analyze the conditions for the emergence and reproduction of  
cooperation among humans. They begin by assuming that the morality meme 
is unfi t, because of  the utility payoffs it generates for its host (usually glossing 
over the fact that utility for the host is not the same as “enhanced fi tness” for the 
selfi sh meme).8 They then go on to look for external structures—“outside” the 
black box of  culture—that will sustain it (such as group selection). The unstated 
assumption is that we are able to make judgments, with some degree of  confi -
dence, about what will turn out to be fi t and unfi t in the cultural realm.

Yet how can we state with any confi dence what is “fi t” and “unfi t” as a cul-
tural replicator, when we have no general theory of  cultural reproduction? It is 
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helpful to keep in mind that suicide bombing is a very robust meme in some cul-
tural contexts. Generations of  ethnographers have documented the extraordi-
nary diversity of  social practices that have managed to establish and reproduce 
themselves in the cultural sphere. If  headhunting, ancestor worship, human 
sacrifi ce, and vows of  celibacy have, at times, been able to enjoy great success as 
memes, then why not peace, love, and mutual understanding?

In particular, we have very little scientifi c understanding of  how status systems 
work. As participants, of  course, we have an intuitive grasp of  how the status sys-
tem in our own society functions—and what it takes to move up or down. But no 
one is able to explain, much less anticipate, why some particular goods or symbols 
become markers of  status and why others decline. Yet there is obviously an impor-
tant connection between morality and status (since bad behavior on the part of  
high-status individuals often leads to a “fall from grace”). Status also serves as an 
important source of  “biased” transmission in the cultural sphere, since people 
are more likely to imitate individuals with superior prestige.9 So it is possible that 
morality is able to survive as a cultural pattern because it confers prestige, which 
in turn makes the cooperator more likely to become a cultural parent.

One might just as plausibly suppose that we are the victims of  “magical think-
ing,” a cognitive bias that leads us to believe that if  we act cooperatively, it will 
cause others to do the same (or optimism bias, which could lead to the same con-
clusion).10 Thus we might be more likely to act cooperatively because we chroni-
cally miscalculate the probability that our acts will be reciprocated. If  this were 
the case, then the success of  cooperation in the cultural sphere would be a con-
sequence of  certain intrinsic features of  the meme, along with the “memespace” 
in which it operates. (It could even be a byproduct of  a cognitive bias that is 
adaptive for some other function.) Thus cooperation would turn out to be highly 
“fi t” as a cultural pattern, simply because the mechanism of  cultural reproduc-
tion, along with the type of  selective forces operative in that domain, are signifi -
cantly different than those that prevail in the biological.

Shaun Nichols’s version of  “naturalized” moral sentiment theory works on 
a hypothesis of  this sort. His claim is that the standard biological adaptations 
aimed at producing altruistic conduct, which determine our natural affective 
reactions, get amplifi ed in the sphere of  cultural reproduction.11 While they are 
not especially robust in species that act only on the basis of  an adapted psycho-
logy, they become more powerful in the cultural sphere by virtue of  their ability 
to bias cultural reproduction. They produce what Richerson and Boyd refer to as 
a “content bias,” which favors prosocial forms of  behavior in the overall dynam-
ics of  cultural reproduction.12 So even though our natural feelings of  sympathy 
may not lead us to act all that sympathetically, they do make us far more likely 
to accept and reproduce rules that promote acting out of  concern for the well-
being of  others. The motivating force of  these rules may, in turn, lead to signifi -
cantly higher levels of  actual sympathetic behavior.

If  a hypothesis such as this were correct, then it would turn out that, in the 
case of  morality, everything interesting that is going on would be occurring inside
the black box that evolutionary game theorists put over the determinants of  “fi t-
ness.” Thus replicator models would not provide any particular insight into the 
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success of  cooperation. They would help us to understand why altruistic behav-
ior patterns among humans are insulated from the forces of  biological selection 
that would otherwise press for their elimination, but beyond that they would 
tell us nothing about why these patterns succeed. In order to determine this, we 
would be better off  adopting a participant perspective, and using our intuitive 
knowledge of  the cultural sphere in order to isolate and analyze some of  the fac-
tors that contribute to the success of  cooperative social norms. The apparatus 
of  evolutionary game theory would not provide any purchase on the question. 
(Indeed, one cannot help but suspect that the range of  hypotheses entertained in 
the “evolution of  cooperation” literature has been artifi cially constrained by the 
desire to develop a formal model of  the mechanism that might sustain altruism 
as a cultural pattern.)

In any case, if  these considerations were not suffi ciently persuasive, then 
there is a fi nal, decisive argument to be made against evolutionary game the-
ory as an approach to the understanding of  cultural patterns. These models 
start from the assumption that variation is effectively random.13 In the case of  
culture, however, variation is often not random, especially when dealing with 
intelligent animals like humans. Even trial-and-error learning seldom involves 
random variation in behavior. Instead, it involves what Boyd and Richerson call 
“guided variation,” in which the individual varies his behavior on the basis of  
intelligent hypotheses about what might work better. This signifi cantly changes 
the dynamic of  the evolutionary system. Natural selection functions as a “cull-
ing process” that eliminates unsuccessful variants.

Guided variation works quite differently because it is not a culling process. 
Individuals modify their own behavior by some form of  learning, and 
other people acquire their modifi ed behavior by imitation. As a result, the 
strength of  guided variation does not depend on the amount of  variabil-
ity in the population. . . . [Thus] while biased transmission has important 
analogies to natural selection, guided variation defi nitively does not. It is a 
source of  cultural change that has no good analog in genetic evolution.14

This is clearly relevant to the status of  morality. People can often see the 
advantages of  cooperation quite clearly, even when they have diffi culty achiev-
ing those advantages due to free-rider problems. Nevertheless, this means that 
cooperation will be a strong “attractor” for processes of  guided variation, even 
though it might not be so for processes of  random variation. People will often 
be looking to move in the direction of  full cooperation (e.g., to end civil wars, to 
eliminate corruption, to secure law and order, etc.), and this may have a signifi -
cant impact on the dynamics of  cultural systems. Yet this factor is excluded by 
standard evolutionary game theory models.

9.2. Morality and Convention

If  these observations are correct, then evolutionary game theorists have tended 
to overestimate the amount that can be learned about cooperation by adopting 
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an objectivating perspective. The cultural inheritance system is not just a product 
of  our capacity to conform to norms. Through the development of  proposition-
ally differentiated speech, it also confers on individuals the capacity to represent 
to themselves explicitly the content of  these norms, and thus to develop “sec-
ond-order” attitudes toward them. People reason about norms. Thus, part of  the 
explanation for the fact that cooperative norms do better than noncooperative 
norms in cultural inheritance systems, as opposed to genetic ones, is that people 
have good reasons for adopting them. A theory of  norm-rationality will there-
fore be more useful to use than a “memetic” model of  cultural evolution—for 
the same reason that an epistemological account of  belief-formation is more 
enlightening than an epidemiological one. (While it may contribute to the popu-
larity of  a scientifi c theory that it is “easy to remember” or has “affective reso-
nance,” one can only get so far explaining the history of  science in such terms.) 
Furthermore, it does no good to recharacterize rationality as “just another set of  
memes,” since rationality refers to the rules governing the game of  giving and 
asking for reasons, and is therefore part of  the structure underlying the repro-
duction of  any linguistically formulated cultural contents.

Unfortunately, the type of  foundationalism that has encouraged noncogni-
tivist or subjectivist theories of  preference has also tended to impede the devel-
opment of  a plausible account of  norm-rationality. The problem here is twofold. 
First, the search for foundations (or Letzbegrundung) has generated a tendency to 
look for a simple formula that could be applied, in order to determine whether a 
particular course of  action is moral or immoral (e.g., the categorical imperative, 
the greatest happiness principle, etc.). Second, foundationalist presuppositions 
have encouraged philosophers to downgrade the status of  norms that don’t 
seem as susceptible to foundational modes of  justifi cation (e.g., because they 
are culturally relative). Hence the introduction of  a distinction between “moral-
ity” and other, merely “conventional,” social norms, such as rules of  etiquette. 
The end consequence is that moral philosophers wind up focusing their energies 
not on producing a general theory of  norm-rationality, but rather on debating 
extremely abstract, heavily idealized principles or decision procedures that pur-
port to specify, once and for all, how to tell right from wrong.

I think it is important that this tendency be rejected. As has been apparent 
throughout the preceding discussion, I do not believe that there is any hard-
 and-fast distinction between moral norms and social norms more generally. 
Those who believe the contrary tend to do so on the basis of  an intuition that 
there is, as Philippa Foot puts it, a “special dignity and necessity” attached to 
moral rules that makes them different from other social norms, despite the fact 
that, on the surface, they appear quite similar.15 Indeed Foot begins her discus-
sion of  the subject by noting that moral rules and rules of  etiquette both take 
the form of  “categorical imperatives.” Thus imperatives grounded in rules of  eti-
quette, even though “lacking a connexion with the agent’s desires or interests,” 
nevertheless do not stand “unsupported and in need of  support”; they require 
“only the backing of  the rule.”16 Yet she goes on to claim that “considerations 
of  etiquette do not have any automatic reason-giving force,” whereas “moral 
considerations necessarily give reasons for acting to any man.”17 This is based 
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on the observation that in the case of  etiquette, but not morality, “a man might 
be right if  he denied that he had reason to do ‘what’s done.’ ”18

Yet this hardly constitutes a principled distinction. First of  all, it is not at all 
clear that one is entitled simply to opt out of  etiquette, without appeal to some 
overriding consideration. Furthermore, an appeal to self-interest doesn’t seem 
appropriate. Saying “I was really hungry” does not justify one’s having greedily 
started to eat before others were served. And it is unclear that professing dis-
interest in the rules of  etiquette really helps to build one’s case. Of  course, one 
can have legitimate moral reasons for violating norms of  etiquette, but one can 
also have legitimate moral reasons for violating rules of  morality.19 Many people 
think that any moral norm can be justifi ably violated, given a suffi ciently weighty 
set of  rival moral considerations (or even suffi ciently odious consequences). The 
fact that rules of  etiquette are more easily trumped by moral concerns is nothing 
but a refl ection of  the fact that we use the term “morality” to refer to the set of  
norms that we regard as particularly important.

The idea that etiquette is optional, in a way that morality is not, has gone 
largely unquestioned in the philosophical literature, even though it is implau-
sible on the face of  it. Part of  the unquestioned acceptance is no doubt due to 
déformation professionnelle among academic philosophers, who consider their 
own disregard for social convention as a symptom of  intellectual profundity (a 
presumption that, strangely enough, they seldom extend to rude and disrespect-
ful students). Part of  it is also no doubt an effect of  countercultural thinking, 
which encouraged people to regard these sorts of  social conventions as stifl ing 
and repressive. Thus the philosophical literature is rife with denunciations of  
obsolete rules of  etiquette (e.g., Foot ridicules a rule that probably most readers 
will never have heard of, namely, that “an invitation in the third person should 
be answered in the third person”)20, combined with a failure to mention any 
of  the rules that play such an important role in structuring daily life (e.g., the 
rules that limit physical contact among strangers, or that govern behavior in 
queues, turn-taking in conversation, conduct during academic seminars, etc.). 
Philosophers also generally fail to notice that the highly ritualized disdain for eti-
quette in our society is itself  normatively enforced (just as “casual” dress is often 
more strongly enforced by informal social sanctions than “formal” dress).

It takes only a moment’s refl ection to see how profound this misunderstand-
ing of  etiquette is. The rules of  etiquette are organized around the twin notions 
of  “being polite” and “being rude.” Being rude, giving offense, or showing “bad 
form,” is just another way of  describing a failure to show respect for other 
persons.21 Thus we quite naturally treat lapses of  etiquette as moral faults. Of  
course, the precise way one shows respect for others contains conventional ele-
ments. But the same is true of  morality. The way people respond to an ultimatum 
game in North America refl ects an adherence to a principle of  fairness; in New 
Guinea it refl ects an adherence to the norms governing gift giving. The latter set 
of  norms is classifi ed as “etiquette” in our society, whereas the former is classifi ed 
as “morality” or “justice.” Yet obviously no one would want to say that people 
in New Guinea are immoral for allowing “mere” considerations of  etiquette to 
override the demands of  justice in the division of  the money.
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To take another example, most philosophers would not hesitate to classify 
sexual harassment as a moral issue. Yet sexual harassment is not the same thing 
as sexual assault. Harassment involves almost entirely the violation of  rules 
of  etiquette. These rules are not recent inventions; most have been around for 
centuries. As Judith Martin notes, “sexual harassment is the modern name for 
ungentlemanly behavior—two grievous violations of  etiquette that everyone is 
trying to pretend are brand new.”22 What has happened, in the last few decades, 
is that these rules have been “promoted” from the status of  etiquette to that of  
morality. (Similarly, a very large number of  norms governing sexual behavior 
have been “demoted” from morality to etiquette.) The reason is simply that we 
now take sexual harassment more seriously, because of  our commitment to gen-
der equality in the public sphere. It is implausible to think that this has involved 
a change in the nature of  the rules, just as it is implausible to think that everyone 
in our culture up until sometime in the late 1970s simply failed to “see” that 
sexual harassment is morally wrong.

The more fashionable reason for assigning special status to moral rules, in 
contemporary philosophical circles, is through appeal to the research tradi-
tion in moral psychology initiated by the work of  Elliot Turiel, which purports 
to show that “even very young children” grasp the distinction between moral 
and conventional rules. In a large number of  experiments, it has been shown 
that children treat moral norms, such as those that prohibit hitting others, as 
having greater authority than norms of  etiquette, or rules that structure their 
daily routines. Obviously they regard violation of  the conventional rules as less 
serious, but they also identify them as authority-dependent and culture-specifi c. 
Moral rules, by contrast, are regarded as “unconditionally obligatory, general-
izable and impersonal.”23 So when asked whether it is okay to hit someone, if  
a teacher says you can, they will say no, but when asked whether it is okay to 
drink soup from the bowl, if  the teacher says you can, they will tend to say yes. 
They are also inclined to ascribe universality to the moral rules (i.e., “they are 
the same in other countries”) but not the conventional ones.

On the basis of  such fi ndings, several psychologists (including Turiel) have been 
drawn to the surprisingly strong conclusion that moral and conventional judgment 
are housed in completely separate cognitive modules, and that the two sets of  rules 
constitute disjoint domains.24 This seems highly improbable.25 First of  all, it should 
be noted that the set of  moral norms that have been tested are quite narrow, involv-
ing relatively serious infractions with clearly identifi able harms to specifi c individu-
als.26 Yet “morality” certainly extends far beyond this. Richard Joyce, for instance, 
after accepting the moral/conventional distinction on the authority of  these experi-
ments, goes on to use the following as examples of  moral transgressions: “failing to 
return a borrowed book, being rude to an undeserving waitress, pinching a morn-
ing newspaper from a hotel corridor.”27 It strikes me as being far from obvious that 
a child would regard any of  these norms as universal or authority-independent. 
(What if  the librarian tells you it’s okay not to bring the book back? What if  the 
hotel manager tells you it is okay to grab a newspaper from the hall?)

It is also relevant to note that the examples of  moral/immoral actions are all 
other-regarding, yet the permission comes from an uninvolved third party, not 
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the person most directly affected. (It’s the teacher who says it’s okay to punch 
the other kid, not the kid being punched.) The conventional rules on the other 
hand typically involve self-regarding behavior.28 It would be interesting to know 
how children feel about moral norms that prohibit consensual actions, or self-
 regarding behavior. A proper comparison would also have to look at other-
regarding conventional norms, where the “harm” is not intrinsic, but rather 
defi ned by the convention. (Is it okay to spit on other kids? Urinate on them? Cut 
in line in front of  them?)

As it turns out, it is relatively easy to fi nd rules of  etiquette that subjects treat 
as “unconditionally obligatory, generalizable and impersonal.” Nichols has pro-
vided what amounts to a debunking of  the moral/conventional distinction by 
showing that norms prohibiting disgusting actions tend to evoke exactly the 
same pattern of  response as moral norms (i.e., people consider such violations 
to be “less permissible, more serious, and less authority contingent than the neu-
tral violations”).29 Consider the case of  someone who spits in his water glass at a 
dinner party, then drinks it. Although this is clearly a rule of  etiquette, Nichols 
found that subjects were inclined to treat it differently from more neutral rules, 
such as those that prohibit drinking soup from the bowl. In particular, subjects 
judged that it was not acceptable to drink spit, even if  your host told you that it 
was okay; that it would not be okay, even if  there were no rule prohibiting it, and 
so on. In other words, they had the same sort of  intuitions about this subset of  
etiquette rules that philosophers have had about morality.

Nichols’s explanation is that the norms that prohibit disgusting acts, like the 
norms that prohibit harming others, have affective resonance. People not only 
judge the action to be unacceptable, they feel strongly about it as well. This leads 
them to treat the norm differently.30 Thus according to Nichols, “the moral/con-
ventional task really taps a distinction between a set of  norms (harm norms) 
that are backed by an affective system and a set of  norms (conventional norms) 
that are not backed by an affective system.”31 What Turiel and others have 
been investigating is not morality in general, but rather a very specifi c set of  
harm norms, which are backed by altruistic sentiment at the level of  the adap-
tive unconscious. Yet there are many moral rules that are not backed by such 
sentiment, particularly those that involve signifi cant diffusion of  harm, or have 
anonymous victims. Even when the victim is identifi able, people exhibit far more 
permissive attitudes toward harms infl icted on “a stranger” than on “someone 
you know.”32 So even with harm norms, it is not a good idea to allow the moral-
ity of  the norm to be too closely identifi ed with the affective response that may or 
may not accompany its violation.

9.3. Postconventional Morality

The distinction between morality and convention, according to Turiel, involves 
a difference between two types of  rules that people use to regulate their con-
duct. Philosophers on the other hand have been inclined to up the ante even 
further, by distinguishing morality not just from convention but also from what 
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is sometimes described (confusingly) as “conventional morality.”33 This term 
refers to what people take to be morally right and morally wrong. The term 
“morality” (or perhaps “morality proper”) is then reserved for what is actually
right and wrong. For example, homosexuality has traditionally been regarded 
as “sinful,” and is still viewed that way by a majority of  Americans. But of  
course the question of  whether is it actually immoral is not to be determined 
by public opinion poll. The conclusion that is usually drawn, on the basis of  
examples such as this, is that the norms that happen to prevail in our society 
are neither here nor there, from the standpoint of  morality proper. Many societ-
ies, at many different times in history, have enforced immoral norms (or more 
precisely, all societies, throughout all of  history, have enforced norms that secu-
lar enlightenment intellectuals currently regard as mistaken). To propose even 
a family resemblance between morality and existing social norms would be to 
risk “tainting” morality with empirical considerations, and thereby to under-
mine its normativity.

Yet there is a very closely related question concerning the status of  conven-
tional morality that typically elicits a less dismissive response. How seriously 
should we take conventional morality as a whole when developing a system 
of  normative ethics? Should the fact that everyone thinks that some action is 
wrong count for anything when deciding whether or not it really is wrong, and 
thus, whether a system of  normative ethics needs to account for the judgment? 
Some philosophers believe that if  their account of  morality confl icts with certain 
aspects of  conventional morality, then that is simply too bad for conventional 
morality. This is consistent with the view that conventional morality is just glori-
fi ed public opinion. Yet very few are willing to adhere consistently to this line. 
 J. J. C. Smart, for instance, is famous for having “bit the bullet” with respect to 
the counterintuitive implications of  utilitarianism.34 Most other utilitarians have 
dedicated considerable energy to the task of  showing that their doctrine really 
does not confl ict with conventional moral constraints (or “moral intuitions”), 
such as the prohibition on cutting innocent people up for their organs.

Thus we wind up in an unusual situation. Most moral philosophers, while 
largely dismissive of  conventional morality with respect to particular judgments, 
and while denying that it can serve as a source of  genuine moral constraint, 
try to ensure that their own normative ethical systems generate judgments that 
coincide with the outcome of  our conventional moral reasoning. But they do so, 
by and large, without specifying why they care so much about reconciling the 
two. What does it matter if  utilitarianism recommends lynching the innocent, in 
cases where the victim’s death is quick and painless, while the elation of  the mob 
lasts for days? For that matter, what does it matter if  Kant’s categorical impera-
tive can be taken to prove, as Hegel suggested, that helping the poor is morally 
impermissible (“if  everyone did that, then there would be no poor”). What does it 
matter if  David Gauthier’s contractarianism implies that we have no obligations 
of  justice toward children or the disabled?35 If  the philosophical arguments were 
really as good as their defenders claim, why should these conclusions not be her-
alded as discoveries? (“Look, it turns out we don’t have to help those people after 
all.”) In Gauthier’s case, the conclusion simply echoes what many people have 
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thought throughout human history. Thus the problem cannot be that it violates 
a timeless and eternal “moral intuition”—the problem is that it violates con-
temporary mores. So how can moral philosophers assign no normative status 
to conventional morality within the framework of  their own theories, and yet 
turn around and use conventional moral intuitions to test the adequacy of  the 
same theories?

The answer, I believe, lies in an improper understanding of  the relationship 
between conventional morality and the more abstract theories that philosophers 
develop under the rubric of  “normative ethics.” One of  the key characteristics of  
conventional moral reasoning is its rigidity (which is sometimes mistaken for a 
conservative bias). Conventional moral reasoners (which includes most people, 
most of  the time) typically have no idea how to justify the rules they are adher-
ing to. Often they are able to produce the fi rst or second step of  an argument, but 
become quickly “dumbfounded” when confronted by further requests for justifi -
cation.36 As a result, they are not very good at handling situations that generate 
a confl ict among rules (stealing to help a friend, lying to save a family member, 
etc.).37 Since they do not derive these rules from “fi rst principles,” they have little 
in the way of  abstract resources to fall back on when it comes to resolving such 
confl icts. A small percentage of  the population, however, when faced with such 
dilemmas, will engage in what Lawrence Kohlberg called “postconventional” 
moral reasoning. This group, rather than assigning ultimate authority to the 
prevailing set of  social norms, will take these to be derived from more general 
principles. Thus when the norms confl ict, they adopt a hypothetical attitude 
toward the set of  conventional social obligations, analyze them all from the 
standpoint of  these more general principles, and then decide which norms (if  
any) should prevail in the circumstance.

There is no hard-and-fast distinction between these two orientations. 
Conventional morality itself  contains a number of  very abstract principles, which 
can be applied in pretty much any circumstance (e.g., “love one another,” “be 
honest,” “be true to yourself,” etc.) and can trump more specifi c norms. What 
determines the level of  conventionality in an individual’s moral thinking is the 
extent to which she is willing to adopt a hypothetical attitude toward certain 
concrete social norms, and to allow these obligations to be trumped by more 
abstract moral considerations. In this respect, moral philosophers have tended 
to locate “morality” somewhere out at the very far end of  the conventional–post-
conventional spectrum, such that only the most postconventional forms of  moral 
reasoning are taken to “count” as forms of  moral reasoning at all. The standard 
view is that conventional morality exists only because of  the “boundedness” of  
human rationality. There is an ideal process of  reasoning that will lead to the 
morally correct answer to any given problem. Unfortunately, we do not have the 
time or the resources to calculate the correct answer in every circumstance, and 
so we adopt a set of  rules, which over time have been shown to be adequate 
heuristics, helping us to wind up with approximately the right solution in the 
long run. (This structure is most apparent in the reasoning of  contemporary 
consequentialists, most of  whom believe that the morally correct solution is 
determined by calculating the outcome that maximizes the good, according to 
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some conception, but which because of  computational and epistemological limi-
tations, we are often unable to do. Thus we adopt rules that have been proven, in 
general and over time, to maximize the good.)38

A number of  different objections have been raised to these sorts of  theo-
ries. However, the most fundamental assumption has gone largely uncontested, 
namely, the idea that conventional reasoning in some way depends on postcon-
ventional reasoning. Naturally, this dependence must be logical, not genetic. 
Developmentally, it is simply not the case that anyone ever acquires the ability 
to engage in postconventional reasoning without fi rst mastering conventional 
morality, and going through a long stage of  conventional moral reasoning.39 So 
it is not the case that anyone actually derives conventional morality from post-
conventional resources. The view, rather, must be that conventional morality 
depends on postconventional morality for its validity, or for whatever norma-
tive authority it may enjoy. Even though we may learn conventional morality 
fi rst, when we reach the age of  reason and begin to question these dogmatically 
acquired convictions, we draw on postconventional resources in order to ratify 
or revise this moral code. Thus postconventional morality provides the justifi ca-
tory foundation for conventional morality.

This view is, I believe, mistaken. Far from providing the foundations for con-
ventional morality, postconventional morality in fact depends on conventional 
morality for its authority. Conventional morality is an extraordinarily complex 
cultural artifact, one that has been produced over the course of  millennia, and 
incorporates a vast number of  small or large changes that have been made, 
in order to adjust to the circumstances and challenges that people routinely 
encounter in social interactions. Infl uences include not only several major reli-
gious traditions and schools of  philosophy but also works of  literature (e.g., the 
novels of  Jane Austen), social movements (e.g., feminism, or the 1960s coun-
terculture), television shows and movies (e.g., police dramas, battles between 
good and evil), and historical events (e.g., the Holocaust, the civil rights move-
ment). It may be helpful to think of  conventional morality on analogy with the 
common law (although of  course unwritten and less systematic). What conven-
tional morality represents, ultimately, are the terms under which individuals are 
willing and able to interact with one another in daily life, while generating the 
minimum amount of  misunderstanding and confl ict. Most of  the obligations are 
broken down and differentiated by social role: that of  husband or wife, parent, 
sibling, friend, coworker, stranger, and so on, and most of  the everyday questions 
that we may have about what we owe to one another are answered by reference 
to the obligations imposed by these roles. Being able to display adult competence 
in social interactions essentially involves mastery of  the obligations specifi c to 
these roles (and, of  course, having the underlying motivational structure needed 
to comply with them).

In the same way that etiquette develops and changes over time, so does con-
ventional morality. Postconventional morality does not stand outside this pro-
cess, rather it is a part of  it. As Michele Moody-Adams writes, “much of  the 
moral language that helps shape the economic, social, and political dimensions 
of  the contemporary world is a product of  distinctively philosophical efforts to 
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articulate interpretations of  the structure of  moral experience.”40 According to 
this view, what we think of  as postconventional morality is essentially an expres-
sive vocabulary, designed to articulate the structure of  obligations that are 
implicit in conventional morality. However, once we have the ability to articulate 
the structure of  these obligations, it puts us in a position to criticize and possibly 
change the relevant norms. It is therefore an exercise in what Robert Brandom 
calls “expressive rationality,” namely, “a way of  bringing our practices under 
rational control, by expressing them explicitly in a form in which they can be 
confronted with objections and alternatives.”41 In this way, abstract concepts, 
which are initially introduced merely as a way of  expressing the content of  con-
ventional morality, become tools for reform as well.

There is a signifi cant analogy, in this case, between the role moral philosophy 
plays with respect to conventional morality and the role logic plays with respect 
to everyday patterns of  inference. The game of  giving and asking for reasons, as 
we have seen (chapter 5, section 4), is governed by a set of  “material inference” 
rules. These are rules that specify, in very concrete terms, what sort of  moves a 
person is entitled to make from a given position. For example, from the position 
“it’s raining” one is entitled to assert “the sidewalks will be wet.”42 Initially, mak-
ing an inference is something a person can do. The aim of  introducing logical 
vocabulary, such as the conditional, into a language is that it “will let one say 
(explicitly) what otherwise one can only do (implicitly).”43 For example, it per-
mits us to represent the material inference above in the form of  an explicit claim: 
“If  it’s raining, then the sidewalks will be wet.” Yet in order to get vocabulary 
that allows us to talk about the inference, and not the rain or the sidewalk, it is 
important to introduce an argument schema that cannot be transformed from 
correct to incorrect through substitution of  nonlogical for nonlogical vocabu-
lary. “If  x then y, x, therefore y” is a schema of  this type. It allows us to talk about 
how one gets from the idea of  rain to that of  wet sidewalks, or how one gets from 
the idea of  seeing lightning to that of  hearing thunder, and so on. Yet there is 
a temptation to think, once this schema is introduced, that what was “really” 
going on, in each of  the original material inferences, was an implicit applica-
tion of  this schema, and that the validity of  those inferences was inherited from 
the validity of  the inference rule. This gives rise to the widespread assumption 
that material inferences are enthymematic (with the conditional as a suppressed 
premise).

Brandom refers to this as “the formalist fallacy.” The idea that everyday rea-
soning presupposes logic is exactly backward (which is why, from this perspec-
tive, it is entirely unsurprising that the “man on the street” employs “sparse (or 
absent) reasoning strategies” when confronted with problems that are formu-
lated in terms of  elementary propositional logic).44 According to Brandom, “the 
formal goodness of  inferences derives from and is explained in terms of  the mate-
rial goodness of  inferences, and so ought not to be appealed to in explaining it.”45

Yet people consistently reverse the order of  dependence, mistaking the process 
of  constructing expressive vocabulary for that of  discovering underlying cogni-
tive machinery. The concept of  “truth” provides a good example of  this. Many 
philosophers regard “is true” as a piece of  purely expressive vocabulary, intro-
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duced in order to permit the formation of  “prosentences.” The latter are required 
in order for us to be able to formulate natural-language sentences that contain 
propositional variables. These are, in turn, useful if  one wants to quantify over 
assertions or intentional states. Yet this consistently generates the false impres-
sion that “truth” is an independent norm or ideal that we hold all our ordinary 
assertions and beliefs up to—complete with a yawning chasm between what is 
true and what we happen to believe is true—when in fact it is just a piece of  
expressive vocabulary that we use, in order to talk about the standards that we 
already implicitly hold those assertions and beliefs up to.46

The tendency to hypostatize “morality,” and treat it as an independent ideal, 
divorced from conventional morality, arises from precisely the same “formalist 
fallacy.” The only difference is that in the domain of  morality, we have been less 
successful at crafting purely formal vocabulary (with the obvious exception of  
terms like “right” and “good,” along with deontic modalities like “obligatory,” 
“forbidden,” etc.). Had any of  Kant’s formulations of  the categorical imperative 
succeeded (so that one could not turn a materially good inference into a materi-
ally bad inference simply by substituting one type of  action, e.g., “giving money 
to the poor,” for another, “breaking a promise”), then there would have been no 
hesitation among Kantians to declare (mistakenly) that the categorical impera-
tive is what underlies all of  our ordinary moral judgments.

This process of  crafting expressive vocabulary occurs at more intermediate levels 
of  abstraction as well. For example, like every other society in the world, we have a 
large number of  norms that are used to resolve distributional (or “who gets what”) 
confl ict. There are different rules, though, tailored to different circumstances, and 
people make very different judgments in cases that involve differential levels of  
individual status, contribution, need, desert, and so on.47 There are “cutting the 
cake” problems, “joint production” and “team effort” problems, domestic division 
of  labor problems, and so on. Yet philosophers, undaunted by all this variety, have 
attempted to develop a formulation of  “the” principle of  equality, by introducing 
concepts at a suffi cient level of  abstraction (e.g., “envy-freeness,” “capability space,” 
“choice/circumstance,”) that a principle defi ned in such terms might subsume all 
the more particular norms. Thus the philosophical discussion has been almost 
entirely focused on developing an explicit formulation of  the principle of  equality 
that will not generate any problematic counterexamples.48 Theorists will start out 
with certain familiar intuitions about how estates should be divided up, how inves-
tors should be rewarded, or how cakes should be cut. They will then attempt to for-
mulate an explicit principle that generates the appropriate divisions in certain highly 
stylized cases. Critics respond by generating counterexamples, where the principle 
as formulated generates seemingly “unjust” divisions. These counter examples 
often become suffi ciently important that they acquire names in the literature: the 
“tamed housewife” problem, the “repugnant conclusion,” the “expensive tastes” 
objection, and so on. The theorist then attempts to tweak the principle, in order to 
avoid arriving at these problematic conclusions. The same cycle then repeats itself, 
as critics develop counterexamples to the tweaked principle.

There is no guarantee that philosophers will succeed in this endeavor. This 
does not mean, however, that there is anything capricious about the judgments 
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of  equality that we make in everyday life. There is a lot of  inferential vocabulary 
that logicians have never succeeded in systematizing either. For example, no one 
has ever succeeded in developing a formal semantics for “because,” even though 
it is a hugely important inferential term. It is possible that no one will ever suc-
ceed, simply because the range of  different inferences that the term fi gures in 
may not support that level of  regimentation. But that does not mean we cannot 
keep making perfectly valid inferences, using this term.

There are several areas in normative ethics where systematization is also 
quite unlikely. For example, there are some domains in which we apply more 
“consequentialist” norms (e.g., redirecting trolleys) and others in which we are 
more “deontological” (e.g., pushing people). For over a century, philosophers 
of  a Kantian or utilitarian persuasion have been trying to show that there are 
adequate expressive resources, within their own preferred framework, to artic-
ulate the logic of  all these norms. None of  these efforts has been particularly 
persuasive, and it is easy to show that the average person’s moral reasoning 
contains both elements, and so can generate inconsistencies. But does the dis-
covery of  such “contradictions” undermine morality? Not at all—no more than 
the existence of  irregular verbs undermines the integrity of  French grammar. It 
merely shows that morality is a very complex cultural artifact, which cannot be 
summed up in a single rule of  choice or justifi catory schema.

Charles Taylor has argued that, thanks to this dynamic, most of  the work 
being done in normative ethics winds up being little more than a sophisticated 
form of  gerrymandering.49 Proposed principles routinely get rejected on the 
grounds that they generate what are obviously the wrong answers to a variety 
of  moral questions. So people fi ddle with them some more, then go back out to 
solicit another round of  counterexamples. This often results in principles like the 
following (from T. M. Scanlon):

Principle M: In the absence of  special justifi cation, it is not permissible for 
one person, A, in order to get to another person, B, to do some act, X 
(which A wants B to do and which B is morally free to do or not do but 
would otherwise not do), to lead B to expect that if  he or she does X then 
A will do Y (which B wants but believes that A will otherwise not do), 
when in fact A has no intention of  doing Y if  B does X, and A can reason-
ably foresee that B will suffer signifi cant loss if  he or she does X and A 
does not reciprocate by doing Y.50

The result reads like a parody of  the “analytical” style of  philosophy. But apart 
from the unintended humorousness of  such proposals, what is even stranger 
is the thought that principles like this might be conceptually prior to, or more 
fundamental than, the social practice of  promise keeping (since the principle 
has so obviously been gerrymandered, in an effort to accommodate all intuitions 
arising from that practice).

The question is, if  we already know what the right and the wrong answers are 
to moral questions, prior to the formulation of  an abstract principle, what is the 
point of  formulating the principle? Why not simply try to articulate more clearly 
how we arrived at this judgment in the fi rst place, rather than inventing fancy 
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principles so that we can derive it from a nonmoral source, such as the structure 
of  rationality, or the conditions of  unanimous agreement? Taylor, however, goes 
on to misdiagnose the problem, when he claims that the gerrymandering arises 
out of  an attempt to develop a purely formal or procedural conception of  moral-
ity, rather than simply acknowledging the substantive moral commitments that 
underlie our moral intuitions. In fact, the substantive conception of  morality 
Taylor goes on to develop, in particular his characterization of  the “hypergoods” 
that animate modern societies, is just as open to the charge of  gerrymander-
ing as any formalist ethical system. It also suffers from the “formalist fallacy” of  
mistaking the expressive vocabulary he is inventing for the discovery of  a deep 
structure underlying our social practices (albeit an axiological, rather than a 
deontological structure).

The real issue is not one of  formal or procedural versus substantive approaches 
to morality, or of  privileging the right over the good. It has to do simply with 
the levels of  abstraction in moral vocabulary. What is important is that philoso-
phers not lose sight of  their task. The point of  doing normative ethics is not to 
uncover the foundations of  morality, but rather to develop expressive vocabulary 
that permits more robust thematization and critical refl ection on our practices. 
Ultimately, it is our commitment to a shared conventional morality that makes it 
possible for us to develop such vocabulary. How else to explain the fact that there 
is such a high level of  convergence when it comes to moral intuitions among 
moral philosophers, and yet absolutely nothing resembling unanimity on the 
higher-order principles from which these intuitions are supposedly derived? 
The fact that any particular social norm may, in the fullness of  time, come to 
be rejected does not mean that we can suspend our commitment to the entire 
body of  norms that structure our social life, and reconstruct them all in a non-
question-begging way from fi rst principles. Furthermore, if  the only resources 
we had at our disposal in managing social interactions were the sort of  abstract 
principles that are endorsed by the various schools of  philosophy—if  people 
really did reason using the various formulae that have been proposed over the 
years—then the social world would be a very chaotic place indeed.

9.4. The Moral Point of View

There are two primary objections to “institutional” theories that identify 
morality, fi rst and foremost, with a set of  social norms. The fi rst is the problem 
of  immoral institutions; the second is the problem of  anomic interactions (or 
interactions that are institutionally unregulated). In the fi rst case, the institu-
tional theory makes it diffi cult to see how individuals can adopt a critical stance 
toward the society in which they live, in cases where there happens not to be any 
inconsistency between the problematic institutions and the rest of  the system 
of  social norms. In the second case, the institutional theory makes it seem as 
though individuals are free to do whatever they like, or to adopt a purely instru-
mental orientation, whenever they fi nd themselves in unusual circumstances, 
or dealing with individuals who do not have any status within the normative 
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system.51 Both of  these criticisms suggest that there must be some standards or 
criteria “outside” of  conventional morality, from which all existing moral obliga-
tions can be evaluated, and from which new obligations can be derived when 
circumstances call for it. I have argued that there is no such Archimedean point. 
In this section, I would like to respond to the second objection, before going on to 
deal with the problem of  “immoral” institutions.

The concern over normatively unregulated interactions refers to the fact that 
the system of  norms governing social interactions in any given society has been 
developed only to handle situations that are relatively common for that group 
of  people. Thus when we fi nd ourselves in situations that are unprecedented, 
or at least highly unusual, the system of  norms may give us no clear guidance 
on how to proceed. But that doesn’t mean we are free to do whatever we like, 
or to act in a purely instrumental fashion. We may refer to this as the problem 
of  “zebras.”52 For example, many of  the most pressing issues in bioethics arise 
from technological developments that expand the range of  possible action in 
ways that seem morally troublesome, but which are not clearly addressed by 
conventional morality. We know that we cannot kill people, but what about ter-
minating fetuses? We know that we have a duty of  rescue toward people in dis-
tress, but does this include heroic measures for terminally ill patients? A typical 
introductory “moral problems” textbook is usually little more than a compen-
dium of  such zebras. Yet if  morality were actually derived from postconventional 
resources (or “fi rst principles”), it is unclear why these cases should be so vexing. 
If, however, our moral convictions arise out of  a culturally transmitted conven-
tional morality, then it is much easier to see why these cases should be diffi cult. 
We don’t have clear criteria to determine, for example, the boundaries of  the 
concept of  “personhood,” because we haven’t traditionally needed such criteria, 
and in the vast majority of  cases we still don’t (just as we don’t need precise cri-
teria to determine where red stops and orange starts).

In any case, it is not diffi cult to see how we deal with the appearance of  such 
zebras within the framework of  conventional morality. The primary strategy is 
to articulate at a higher level of  abstraction certain ideas or principles that are 
implicit in our more entrenched normatively regulated practices (such as the 
idea of  “respect” for persons, or of  human “dignity”) and then try to project 
them to the new cases. In many instances, it will be possible to formulate a prin-
ciple suffi ciently general that it can be extended to handle them. One can then 
explore systematically the consequences of  subsuming these new cases under 
such a category, consider the pros and cons, and so on. (If  one looks at the typi-
cal “moral problems” textbook, one can see that this is in fact what most philoso-
phers approaching these questions are doing, even though this is often not their 
self-understanding.)

Thus the appearance of  zebras does not present a serious problem for the 
institutional theory of  morality. A more diffi cult question arises from the fact 
that many conventional moral codes have a strong in-group bias, and in some 
cases deny any moral standing to out-group members. Aristotle, most famously, 
drew a sharp distinction between Greeks and barbarians, and felt that the moral 
entitlements of  the latter group ranged from weak to nonexistent. In this respect 
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he was simply following the conventional morality of  his day. This is also a fairly 
common feature of  moral codes in tribal societies.53 This gives rise to the fol-
lowing problem: if  conventional morality stipulates that social interactions with 
certain classes of  people are normatively unregulated, does this make it okay to 
treat them as abusively as one sees fi t? Is it permissible to adopt an instrumen-
tal orientation toward a person, simply because the moral code of  one’s society 
denies that person moral standing?

The answer here is certainly no. The fact that one’s system of  norms does not 
prescribe specifi c obligations toward a person does not relieve one of  all moral 
obligations toward him. The moral agent will continue to assign normative rea-
sons for action deliberative priority over instrumental ones—it is just that the 
system of  norms fails to supply any concrete reasons for action in this context. 
Yet the mere fact that there are no specifi c normative constraints does not make 
the normative control system entirely transparent. An agent who assigns nor-
mative reasons for action deliberative priority will remain concerned that the 
action he chooses remains at least a candidate for incorporation into a norm.

We think of  the moral person as the one who typically assigns deliberative 
priority to his principles, relative to his desires. In the absence of  culturally 
transmitted principles to govern an interaction, the moral person can therefore 
continue to exhibit this disposition by acting in a way that exhibits an openness 
to normative regulation—by refraining from acting in ways that the other per-
son could not accept as a basis for a shared norm. Thus the normative control 
system imposes its own very weak form of  constraint on conduct, even in the 
absence of  norms. Hence the idea that there is a difference between “thinking 
morally” about an interaction and thinking instrumentally. It is this difference 
that philosophers have attempted to articulate when they talk about judgment 
from “the moral point of  view.” A person who lacks concrete normative guid-
ance in a situation must put himself  in the shoes of  the other, consider how 
his actions look from that person’s perspective, and decide whether or not they 
could be acceptable to the other. This does not mean that he cannot pursue his 
own interests; it simply means that he has to pursue them under the constraint 
of  possible reciprocity.

Thus the existence of  a “moral point of  view” is a refl ection of  the fact that we 
are by fundamental disposition norm-following creatures, and so remain guided 
by a norm-conformative disposition even in the absence of  settled norms. We do 
so by acting on the basis of  a principle that could be a norm, and refraining from 
acting in ways that would obviously give rise to objections, and calls for norma-
tive constraint, from others. Kurt Baier articulates this conception of  the moral 
point of  view as follows: “being moral is following rules designed to overrule self-
interest whenever it is in the interest of  everyone alike that everyone should set 
aside his interest.”54 John Rawls articulates a “principle of  reciprocity,” which 
“requires of  a practice that it satisfy those principles which the persons who 
participate in it could reasonably propose for mutual acceptance under the cir-
cumstances and conditions of  the hypothetical account.”55 Perhaps the simplest 
expression of  the idea can be found in Kant, where he glosses the categorical 
imperative as an injunction to avoid making an exception of  oneself.56 Scanlon 
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appeals to a similar intuition with his injunction to act only in ways that others 
could not reasonably reject.57 We often teach this structure of  practical judg-
ment to children as a complement to more specifi c forms of  conventional moral 
reasoning. “How would you like it if  someone did that to you?” we ask. Hence 
also the cultural universality of  the golden rule in its various formulations.

What is attractive about the formulations that one fi nds in Kant and Scanlon 
is that they articulate the content of  the moral point of  view as a negative crite-
rion: they do not say what you should do, they simply exclude certain possibilities 
(namely, the pursuit of  self-interest where one would not be willing to counte-
nance others doing the same). The problem with these formulations arises only 
from the fact that both philosophers go on to plead for the self-suffi ciency of  this 
perspective, as though once one had an appropriate articulation of  the golden 
rule, one could then dispense with conventional morality (or that such a rule 
could provide the foundational principle from which all of  conventional moral-
ity could be derived). Yet mechanical application of  such a principle, no matter 
how carefully formulated, can easily lead to conclusions that are contrary to a 
number of  deeply held moral convictions.

The problem is that the moral point of  view is too weak to generate a moral 
code all on its own. Conventional morality is a complex cultural artifact, one 
that develops over the course of  generations, and is guided by the specifi c cir-
cumstances of  the world in which people fi nd themselves: the type of  cooperative 
enterprises they wish to embark on, the typical sources of  confl ict and competi-
tion, the characteristic forms of  human vulnerability, and so on. Believing that 
all of  this could be derived from a single principle is an instance of  what Emile 
Durkheim called mistaking the “summit” of  morality for the “base”—assuming 
that everyday morality depends on the sort of  abstract principles philosophers 
develop:

[Philosophers] are obliged to take as a point of  departure for their spec-
ulations a recognized and uncontested ethic, which can only be the one 
generally followed during their time and in their environment. It is from 
a summary observation of  this ethic that they extract the law which is 
supposed to explain it. It is this ethic that supplies the material for their 
inferences; it is also that which they recover at the end of  their deductions. 
For it to be otherwise, it would be necessary for the moralist, in the silence 
of  his study, to construct solely through the power of  his thought the com-
plete system of  social relations, since the moral law penetrates all.58

The moral point of  view, at best, partitions the space of  possible principles of  
action, separating those that could be adopted as part of  a shared moral code 
from those that would be unlikely to secure the consent of  others. Thus refl ection 
from the moral point of  view can generate principles (in the sense of  individual 
preferences over actions), but these are at best candidates for incorporation into 
social norms, and even then they are still defeasible. One should strive not to 
make an exception of  oneself, yet at the same time, if  it is possible to tell a good 
enough story about why an exception should be made in one’s particular case, 
then there is no reason the relevant norm could not be accepted by others. Thus 
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the moral point of  view provides guidance in the case of  normatively unreg-
ulated interactions, and it serves as a source of  bias in cultural transmission 
(against, e.g., blatantly exploitative arrangements), but it cannot serve as the 
foundation of  morality.

As an example of  how weak the moral point of  view is, consider the case of  
the Aztec and their neighbor, the Tlaxcalan, who—it has been claimed—main-
tained a ritual war throughout the sixteenth century so that both sides could 
secure a steady supply of  sacrifi cial victims (since neither side regarded it as per-
missible to sacrifi ce members of  their own group). In a sense, this semiperma-
nent state of  war was consensual and mutually benefi cial. Both sides were doing 
unto others as they would have had done to themselves. Thus the arrangement 
was, as far as I am concerned, permissible from the moral point of  view. There 
are, of  course, arguments to be made against it. But these arguments must take a 
different form. There may be substantive moral principles internal to the conven-
tional morality of  either group that can be used to condemn warfare or human 
sacrifi ce. The arrangement is, of  course, also suboptimal from the perspective 
of  many typical systems of  preference (although not all). The development of  
more complex forms of  cooperation may eventually lead to the need for stronger 
cooperative norms (as the spirit of  commerce replaces the spirit of  war). Thus 
there are many things wrong with the arrangement under which two nations 
remain in a state of  semiperpetual warfare, but violation of  the golden rule need 
not be one of  them.

9.5. Independent Moral Judgment

In 1951, psychologist Stanley Milgram began the series of  experiments that 
would profoundly alter our understanding of  immoral behavior.59 His goal, in 
these experiments, was to test Hannah Arendt’s thesis about the “banality of  
evil.” While covering the trial of  Adolf  Eichmann in Jerusalem, Arendt became 
convinced that far from being the monster the prosecution had tried to por-
tray him as, Eichmann was in fact just a bureaucrat, doing what he was told. 
Although he carried out his job with some zeal, he did it with no particular mal-
ice, nor any great ill will toward the victims of  the Holocaust, whose deaths he 
was busy organizing. Although Milgram was initially skeptical about Arendt’s 
analysis, the results of  his experiments removed any doubts from his mind. The 
majority of  individuals, he found, did not really possess what we would think of  
as independent moral judgment. To be sure, most of  his experimental subjects did 
complain and voice doubts about what they were being asked to do—to which 
the experimenter overseeing the tests simply responded blankly, “The experi-
ment requires that you proceed.” On this basis, however, the majority went on 
to administer what they could only presume to be lethal doses of  electricity to a 
person who, as far as they knew, was an experimental volunteer just like them-
selves. Yet the fact that they did so with evident discomfort shows that they were 
not evil in any strong sense of  the term; they were merely conformists, going 
along with expectations in whatever social situation they found themselves in.
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It would be diffi cult to understate the impact Milgram’s fi ndings had on 
Western culture and society. Thanks in large measure to Milgram, “conformity” 
came to be seen as a powerful vice (rather than simply a disposition that is neu-
tral between virtue and vice—virtuous in the company of  virtue, vicious in the 
presence of  vice). Furthermore, the cultivation of  independent moral judgment 
came to be seen as a matter of  urgent concern—as the best way to avoid a repeti-
tion of  moral catastrophes like the Holocaust. Independent moral judgment, in 
turn, came to be seen as the antithesis of  conformity.

Against this background, any theory that attempts to identify morality with 
the disposition to engage in imitative conformity is likely to strike many people 
as implausible (if  not preposterously wrongheaded). Yet the standard lesson 
that people have taken away from Milgram’s experiments, which results in the 
condemnation of  conformity, is not the only possible one. Milgram successfully 
demonstrated the important role that conformity plays in securing social order, 
and showed also that this conformist disposition is basically neutral between 
“good” and “evil,” that is, it can be used to transmit any sort of  behavior. The 
conclusion usually drawn is that in order to reduce the occurrence of  evil, peo-
ple should stop conforming, and begin to rely on their own judgment. What we 
might choose to infer, instead, is that when it comes to promoting “good” and 
discouraging “evil,” social context matters.60 In a sense, Milgram was the fi rst 
to show how much human morality depends upon the scaffolding supplied by 
social institutions—take away the scaffolding that people are accustomed to, 
replace it with one that is perverse or evil, and you will fi nd that people do not 
behave all that morally.

Thus the focus on nonconformity and independent judgment that is usually 
encouraged by the reading of  Milgram’s experimental fi ndings privileges what 
goes on “in the head” of  the agent over what occurs in her social milieu. This 
is what motivates the attempt to extirpate any and all conformist tendencies (a 
quest that has been and, as we have seen, must remain fruitless). If  instead one 
maintains an institutional focus, and recognizes the extent to which the external 
environment provides the scaffolding for all of  our moral conduct, then there is 
no reason to regard conformity as a vice. It is a disposition that is as likely (if  
not slightly more likely) to promote good as it is to propagate evil. It is important 
to recognize that Milgram’s experimental setup was one in which people’s own 
preferences—thanks to sympathetic identifi cation with the victim—happened to 
be “good,” while the pressure to conform was a source of  “evil.” In cases where 
experimenters have switched things around, so that individuals are tempted to 
behave in an antisocial manner (e.g., to free ride), yet pressured to conform to 
a more prosocial norm (e.g., to cooperate), conformity becomes an important 
source of  “good” behavior.61

Thus it is unhelpful, when thinking about independent moral judgment, to 
start out by setting up a contrast with conformity. It can easily lead one to think 
that the individual must be free from the infl uence of  her social environment, 
and of  conventional morality, in order to be genuinely independent in her judg-
ment. From this, it is but a short step to the idea that she must derive her judg-
ment from foundational fi rst principles. This is wrongheaded. What is really 
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going on, when people take a stand against some aspect of  conventional moral-
ity, is that they appeal to some other feature of  conventional morality (perhaps a 
more systemic one) in order to argue against it.

The question is, therefore, how we can acknowledge the inescapably contex-
tual and “internal” character of  moral deliberation, and yet still preserve our 
intuitive understanding of  the difference between independent moral judgment 
and mere conformity to “real existing” morality (in the form of  social institu-
tions). The key to a solution lies in examining the way the specifi c dispositions 
acquired unrefl ectively through socialization are taken up into and deployed 
by the agent’s intentional planning system. There are important parallels here 
between the way the agent’s system of  desires is formed and the way her system 
of  principles develops. In early stages of  development, the child’s behavior is gov-
erned almost entirely by the adaptive unconscious, each component of  which 
is specialized at handling particular functions—eating, grasping and manipu-
lating, avoiding physical damage, and so forth. These mechanisms are directly 
responsive to generalized somatic stimuli, such as states of  hunger, frustration, 
pain, and so on. As the child develops linguistic competence, along with greater 
analytical abilities, she begins to integrate these behaviors into a more coherent 
system of  planned actions. Symbolic representation of  somatic states is a key 
element in this process, allowing her not only to respond to occurrent feelings of  
hunger, for example, but also act on the anticipation that she will be hungry in 
a couple of  hours. It is with the development of  these sorts of  competencies that 
we begin to think of  the agent as rational.

Thus the agent begins to acquire “desires”—in the strict sense of  the term—
when she linguistically represents the goal states of  her behavior. However, the 
“input” into this process of  linguistifi cation, which results in the sort of  compre-
hensive and coherent preference ordering that decision theorists take as basic, is 
not only “bottom up,” that is, coming from her somatic states, but also both “top 
down”—coming from her values, or conceptions of  the good—and “lateral,” 
coming from imitation of  role models and other forms of  cultural transmission. 
Not only is the “input” from below frequently indeterminate, it is often scram-
bled and incoherent—precisely because the adaptive unconscious lacks a central 
integrative system. Intransitivities, for example, are common. Part of  the process 
of  developing a preference ordering therefore involves the active development of  
a logically consistent set of  desires. But there is much more to it than that. If  
one looks at the development of  an individual’s sexuality, for example, one can 
see that it is not just occurrent states of  arousal that determine the form of  the 
individual’s desires. The development of  sexual desire is heavily structured by 
the values that the individual subscribes to, along with the norms determining 
appropriate and inappropriate conduct. Thus the way the individual conceives 
of  human “dignity,” for example, will play a large role in determining which 
urges he is willing to take up and incorporate into his planned activities, and 
which he chooses to suppress, ignore, or sublimate.

Through this process, the mature individual winds up with an “independent” 
system of  desires. It is not simply a symbolic representation of  a set of  noncogni-
tive somatic states, nor is it the imprint of  some abstract conception of  the good, 
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nor is it adopted wholesale from a cultural parent or peer group. On the contrary, 
it is a hybrid of  at least all three, a reconciliation that is more or less tailored to 
the individual’s particular circumstances, developed through the exercise of  her 
own judgment.

The way the individual develops a set of  principles to govern her conduct is 
quite similar. We initially acquire a disposition to conform to a range of  social 
practices in a completely unrefl ective manner. Some of  the rules we learn are 
taught to us in symbolic form (as when we are told by our parents not to lie) while 
others are acquired through imitation of  the example set by others (this is how 
we learn the proper speaking distance to maintain from a person in casual con-
versation, or what to look at in a crowded elevator). In any case, after 10 years of  
pretty much nonstop socialization, the typical child winds up with dispositions 
to respect a fairly extensive list of  dos and don’ts (some learned at home, others 
at school, others from peers, etc.). The task of  the intentional planning system 
is to integrate all of  these prohibitions and permissions (rejecting some, taking 
up others), to develop a coherent set of  principles that can govern everyday con-
duct, and yet still allow for reasonable satisfaction of  the individual’s desires.

Through the process of  socialization, the individual acquires not only a pro-
pensity to respect particular behavioral patterns but also a set of  more abstract 
ideas and principles (often communicated via religious doctrines and morality 
tales). Developing a coherent system of  principles will therefore involve not only 
reconciling and prioritizing concrete behavioral norms but also structuring the 
overall system in accordance with these more abstract ideas. Thus, for example, 
the person who assigns great weight to the Christian injunction to “love one 
another” will develop a set of  personal principles that may be different in both 
style and content from someone who thinks that the U.S. Constitution provides 
the template for thinking about all social relations. Such individuals can usually 
coexist quite happily within a framework of  shared institutions, simply because 
these differences in personal principle are within each person’s range of  toler-
ance, and so are not likely to be misclassifi ed as forms of  social deviance.

Thus what begins as an unrefl ective disposition toward imitative conformity 
becomes, with the development of  the intentional planning system, a refl exive 
and stable normative control system, as the agent begins to self-consciously 
apply explicitly formulated principles to constrain her choices. This coincides 
with the development of  what we think of  as the individual’s “personal moral-
ity.” Just as with our desires we regiment the incoherent bundle of  natural urges 
and cultural infl uences that we have—imposing transitivity, scheduling satis-
faction, imposing a “reality principle” in cases of  confl ict, and so on—so with 
norms, we distill out those we regard as most important, discard those that do 
not “fi t” with the system, and strive to secure coherence among them all (not 
because we value coherence for its own sake, but because we want to engage in 
rational planning of  action). We also engage in judgment from the moral point 
of  view. Where we fi nd large batches of  norms problematic, we may imagine 
how they could be restructured, subject to the constraints of  reciprocity imposed 
by the moral point of  view, and informed by other principles that we regard as 
important. Through these processes, we develop a personal moral code, or set of  
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principles, that is derived from, but possibly also at variance with, certain fea-
tures of  conventional morality.

This is what generates the possibility of  dissent, as distinct from deviance. If  
one looks at the great movements of  moral reform in history, such as the civil 
rights movement, dissent has always been formulated in the “thick” language 
of  moral ideas that are already very widely shared in the culture. Effective dis-
sidents do not engage in criticism of  the prevailing social institutions from the 
“outside”; they attack them from within, using the language in which moral 
claims are already routinely articulated. It has often been observed that what 
characterizes the moral rigor of  dissenters is not that they subscribe to principles 
that are different from those that are widely shared in the community. They usu-
ally subscribe to the same principles; they simply take them more seriously, and 
thus apply them in a more consistent and thoroughgoing manner, or else exhibit 
less tolerance for failure to respect them.

Thus an institutional theory of  morality, combined with a contextualist the-
ory of  justifi cation, does not commit one to quietism in the face of  unjust norms. 
It constitutes nothing more than a recognition that there are no knock-down 
philosophical arguments against particular norms and practices. The absence of  
philosophical arguments, however, does not imply the absence of  moral argu-
ments. Content skepticism is defeated not by providing an ultimate foundation for 
some particular set of  moral obligations, but merely by showing that there is no 
reason in principle to expect moral arguments to fail, given the rich background 
of  resources that our social life provides. We cannot make up all of  morality, on 
the spot, through the power of  thought alone. We probably could not make up a 
system of  communication that way either. Luckily we don’t have to, because we 
have at our disposal a number of  extraordinarily powerful and sophisticated cul-
tural artifacts (conventional morality and natural language, respectively) that 
relieve us of  the necessity. What we can hope to do is make a contribution to the 
development and refi nement of  these artifacts, so that posterity may benefi t.

9.6. Conclusion

Moral philosophy in the modern period has been dominated by attempts to 
impose drastic axiomatizations on morality, to develop a maximally parsimoni-
ous set of  principles from which all other more concrete obligations could be 
derived. Utilitarianism and Kantianism represent the extremes of  this tendency, 
in that they both attempt to reduce all of  morality to one single principle. The 
hope was that this very abstract principle could then be justifi ed by something 
that stands “outside” of  morality, such as the nature of  human rationality, the 
structure of  the social contract, the inherent telos of  human action, or some-
thing of  that nature. This would provide the basis for a non-question-begging 
response to the content skeptic.

Yet this sort of  axiomatic treatment represents, as Durkheim correctly noted, 
a complete inversion of  the relations of  dependence that exist in our moral think-
ing. Thus theorists who have sought to analyze morality from an  evolutionary 
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perspective have been right about one thing. It makes more sense to treat morality 
as a cultural artifact, reproduced from generation to generation, than it does to 
analyze it as a set of  deductive consequences of  some abstract principle. Where 
evolutionary theorists have erred is in their decision to treat morality as a simple
cultural pattern, such as a strategy that says “cooperate if  others cooperate, 
defect if  they defect.” In fact, morality is an extraordinarily complex set of  rules, 
one that we spend the better part of  our childhood mastering. It is more like a 
language than a strategy. Because they misconstrue morality as a type of  strat-
egy, evolutionary theorists have erroneously assumed that it is possible to make 
simple generalizations about its “fi tness” as a cultural pattern.

Indeed, it is the very vastness of  morality as a cultural artifact that provides 
the basis for a compelling response to the content skeptic. Morality is such a 
ubiquitous feature of  social life that we often see right through it, and so fail 
to perceive the extent to which all of  our social interactions are structured by 
norms that have implicitly moral content. And thus we fail to see how much 
is taken for granted, not just in every interaction, but in every argument and 
debate over moral questions. It is precisely this background of  shared norms—a 
necessary feature of  any ordered social life—that provides the fund of  “regress-
stoppers” required for the justifi cation of  norms that have become contested or 
problematic. There is no need to introduce hypothetical imperatives, evaluative 
beliefs, or anything else into the justifi catory chain. As far as our moral argu-
ments are concerned, it is actually norms all the way down.

The most important feature of  this institutional approach to understanding 
morality is that it serves to assuage an ontological anxiety that has, in effect, 
dominated moral philosophy in the modern period. What are our moral judg-
ments about? What is their objective correlate? Medieval Christian philosophers 
had what was, for a long time, a compelling answer to this question. Moral judg-
ments were about the good, and the good had its objective correlate in the form
of  any given object. It was this form that dictated the principles of  movement of  
the object. Thus the form of  a rock dictates that it should fall, and the good for a 
rock is therefore its being united with the earth. This makes morality an integral 
part of  science, since the good would have to fi gure as part of  any explanation 
of  an event (in terms of  fi nal causation). What are we doing when we deliberate 
about the good? We are merely attempting to pursue self-consciously that which 
our own form dictates. And naturally, since God created the universe, along with 
all of  the forms in it, these are merely the physical embodiment of  divine inten-
tions. Thus moral science and natural science are two different approaches to 
understanding a single ontologically unifi ed phenomenon, namely, the provi-
dential order.

The particular details of  this medieval synthesis are not important. What is 
important is that within this worldview, morality fi ts seamlessly into nature; 
there is no tension whatsoever between natural science, morality, and religion. 
Unfortunately, the place that morality occupies in this grand scheme is one 
of  several that were obliterated by modern science. With the disappearance 
of  the concepts of  form and of  fi nal causation, there is no longer any obvious 
place to situate “the good” within the general ontology of  nature. Thus many 
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philosophers in the twentieth century simply assumed that an “error theory” 
of  morality went hand in hand with an “error theory” of  religion. When we 
begin to think of  gravity as responsible for falling rocks, rather than the rocks 
themselves, then the good no longer has any role to play in our scientifi c expla-
nations of  the world. And if  we were wrong to think that there is such as thing 
as “the good” for rocks, then we must have been wrong to think that there is 
such a thing as “the good” for humans as well.

As a result, the scientifi c revolution left philosophers (and society more gen-
erally) without a plausible moral ontology. While beliefs could be described as 
being “about” the physical world, in some sense, and desires could be “about” 
the passions, or some set of  internal somatic states, it was no longer clear what 
moral judgments could be about. And no matter how much ingenuity has been 
deployed by moral realists, trying to show that evaluative judgments have some 
kind of  empirical correlate, all of  their labors seem only to reinforce the impres-
sion underlying John Mackie’s judgment that values are “ontologically queer.”62

(The arguments of  moral realists often bring to mind Wittgenstein’s remark that 
on hearing G. E. Moore’s proof  of  an external world, he began to understand 
why skepticism was such a problem.)

The institutional theory of  morality eliminates the mystery. Social norms are 
the “ontological” correlate of  moral judgments. Morality is “about” the rules that 
govern our interactions. It commands convergence in judgment—to the extent 
that it does—because we live under shared social institutions, all of  which are 
shot through with both implicit and explicit moral content. Philosophers have 
largely overlooked this possibility, simply because of  a tendency to think that con-
ventional morality is not moral enough to count as morality. I have tried to show 
that this is a mistake. All of  the resources that philosophers have traditionally 
drawn on, in order to articulate the shortcomings of  conventional morality, are 
themselves a part of  our conventional morality (or else expressive vocabulary, 
introduced in order to articulate implicit features of  our conventional morality). 
We do not need to stand outside of  this system of  norms in order to criticize it, 
any more than we need to stand outside of  our system of  empirical beliefs in 
order to improve on them.



Human beings are the only species on the planet that exhibits large-scale 
 cooperation among genetically unrelated individuals. We are also the only 
“moral animal.” These are, as far as I am concerned, merely two different ways 
of  describing the same phenomenon. More specifi cally, the latter is simply our 
way of  describing, from a participant perspective, what it is like to be the former. 
The advantage of  the ethological description is that it makes the central problems 
of  moral philosophy seem tractable, in a way that centuries of  hairsplitting over 
rights, duties, virtues, and values has not. The question “What makes us a moral 
animal?” is one that should have a relatively straightforward (although perhaps 
unobvious) answer. It is also a problem that social scientists have made defi nite 
progress in addressing over the past few decades. Unfortunately, evolutionary 
theorists have too often failed to understand that answering their empirical ques-
tions falls quite a way short of  answering the questions that have traditionally 
bedeviled moral philosophers. Moral philosophers on the other hand have gen-
erally failed to see that the empirical work of  evolutionary theorists constrains
the range of  plausible answers to their traditional questions.

For example, moral sentiment theory is often based on the claim that morality 
is grounded in a form of  extended sympathy. But one can easily ask the question 
“Is large-scale cooperation in human societies based on extended sympathy?” 
The answer, we have seen, is a resounding no. Sympathy is simply not suffi -
ciently robust as a mechanism to explain human sociability, nor is it easy to see 
how sympathy could be leveraged, through other devices, into a mechanism suf-
fi ciently robust to do the trick. So while sympathy is no doubt a part of  our moral 
life, it cannot be the answer to the major question of  how large-scale cooperation 
is achieved, and so does not explain what distinguishes us from other primates.

Conclusion

286
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Philosophers have often been too quick to assume that because they are work-
ing in the realm of  normative theory, empirical details are irrelevant to their con-
cerns. Thus they take themselves to be free to engage in data-free speculation. Of  
course, they are right to decry the undergraduate error of  deriving normative 
conclusions from factual premises. But the mere fact that normative conclusions 
cannot be derived from factual premises does not mean that a theoretical recon-
struction of  the normative structure of  morality need not cohere with existing 
bodies of  scientifi c knowledge, in fi elds ranging from evolutionary biology and 
cultural anthropology to developmental psychology and sociological theory. 
After all, doing normative theory is not the same as legislating the way things 
ought to be. The moral philosopher is offering a reconstructive articulation of  
the norms that are already implicit in everyday social interactions. Whether or 
not morality is a product of  socialization, for instance, is an empirical question. 
If  it is a product of  socialization, then we need an empirical account of  how it 
gets reproduced across successive generations, how it arose, and why it might 
change over time. These are all empirical questions, yet also questions whose 
answers impose constraints on the range of  plausible metaethical and norma-
tive theories.

For example, if  morality really were a system of  virtues, then it should be pos-
sible to detect systematic differences in the behavior of  individuals who do and 
do not satisfy the folk-psychological criteria for the ascription of  such virtues. 
Furthermore, the presence or absence of  these virtues should have predictive 
value when it comes to anticipating “moral” behavior. Yet empirical studies have 
shown, time and again, that there are, in general, no stable traits of  character 
at the “medium” level of  generality at which virtue theory operates (and that 
even if  there were, they would easily be overwhelmed by situational factors).1

Most psychologists who study the question can only agree on fi ve personality 
traits that have any sort of  useful predictive value. It is noteworthy that these 
traits (known as the “big fi ve”: neuroticism, extraversion, agreeableness, con-
scientiousness, and openness to experience) do not correspond to any of  the tra-
ditional categories of  virtue theory; they are at a far greater level of  generality. 
There is also widespread agreement that people develop fairly stable “scripts” 
that they work from when dealing with very particular types of  situations, but 
that these don’t add up to anything like the sort of  broad dispositions posited by 
virtue theory. (For example, I am scrupulously honest when it comes to fi ling 
my income taxes, but I evade consumption taxes whenever presented with the 
opportunity to do so. Thus I cannot usefully be described as either honest or dis-
honest, even when it comes to the narrow category of  “paying taxes.”) Finally, 
there is the fact that virtue theory accords no role to imitation or conformity, 
which is probably the most important psychological factor determining indi-
vidual compliance with moral constraints. In other words, virtue theory simply 
does not fi t with any of  the major twentieth-century discoveries in the realm of  
human motivational psychology. Surely this must have consequences for moral 
philosophy, such that we cannot simply go on propounding theories using the 
language of  Aristotle, long after the vocabulary of  “virtue” and “vice” has been 
shown to be inherently misleading.
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To take a more concrete example: why do people behave immorally when 
drunk? An impressive 40 percent of  violent crimes in the United States are com-
mitted by individuals who are under the infl uence of  alcohol.2 So naturally, there 
is a considerable amount of  research on the question of  what effects alcohol has 
on the individual that increase the probability of  such transgressions of  the nor-
mative order. For instance, the hypothesis that alcohol might stimulate negative 
or violent emotions has been studied extensively and decisively refuted.3 Most 
contemporary work is focused on variants of  the “disinhibition” theory, which 
suggests that alcohol does not provoke any specifi c affect or behavior, it merely 
weakens normative control. To use an image that is common in the literature, 
it’s not like stepping on the gas, but rather like taking one’s foot off  the brake. 
(It may be worth noting as well that alcohol diminishes normative control in 
general, making people more likely to behave impolitely, unconventionally, 
imprudently, and immorally.) This is a fi nding that, it seems to me, clearly counts 
against the Humean and in favor of  a naturalistic Kantian theory of  motiva-
tion. It suggests that morality is not about having the right sort of  desires, but 
rather about vetoing the wrong sort of  desires. Yet despite the obvious relevance 
of  these sorts of  empirical fi ndings, philosophical debates on the subject have 
been played out entirely at the level of  the synthetic a priori.4

Of  course, it is not diffi cult to see why moral philosophers are inclined to dis-
regard these sorts of  scientifi c fi ndings. While scientists may seek to understand 
morality, the typical philosopher also wants to defend it. In fact, this urge is often 
so strong that it overrides the quest for descriptive adequacy, leading philosophers 
to invent psychological or anthropological theories that they think will be most 
conducive to the goal of  justifying moral obligations.5 This inclination is aided 
and abetted by the fact that scientists often presuppose the correctness of  some 
form of  moral noncognitivism, and therefore operate within a theoretical frame-
work that many philosophers feel comfortable dismissing ab initio. Philosophers 
therefore tend to regard the scientifi c study of  morality as tangential to their 
concerns, in the same way that “prospect theory” is regarded as interesting but 
not particularly relevant to the work of  mathematicians and logicians.

Evolutionary theorists have often made things worse by trying to “debunk” 
our common-sense understanding of  morality (a tendency best expressed in 
Michael Ghiselin’s slogan “Scratch an altruist, and watch a hypocrite bleed”).6

Even those who have a more charitable attitude toward our self-interpretations 
in this regard have often exhibited a surprising lack of  concern over whether 
morality will survive the scrutiny they bring to bear on it. David Sloan Wilson 
and Elliot Sober, for instance, in Unto Others, present a sophisticated rearticula-
tion of  the doctrine of  group selection, and try to show that such a mechanism 
may be responsible for the psychological system underlying human altruism. 
I have argued that their explanation is unpersuasive,but in any case, one might 
certainly hope that it is, because if  their account is right, the only thing that 
sustains altruism among humans is the segmentation of  the population into 
small endogamously reproducing groups, coupled with periodic recombina-
tion. This means that, in an era of  global migration, social mobility, and 
racial integration, one can look forward to the ruthless eradication of  any 
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altruistic dispositions in the human population (and the collapse of  all human 
civilization).7

Similarly, Keith Stanovich argues quite persuasively that culture-dependence 
creates all of  the necessary preconditions for a “robot’s rebellion” against the 
dictates of  our selfi sh genes. We have a variety of  biological impulses that it is 
no longer in our interest to submit to, and the development of  an intentional 
planning system gives us the tools necessary to free ourselves from such impera-
tives. However, Stanovich goes on to say that we are not just the victims of  self-
ish genes but also of  selfi sh memes, which seek to reproduce themselves at our 
expense. In a bizarre Nietzschean twist, he argues that whenever these confl ict 
with our self-interest, narrowly construed, we should stage a “robot’s rebellion” 
against these culturally transmitted patterns of  behavior.8 He appears not to 
realize that he is implicitly recommending the abolition of  morality (a move that 
would, inter alia, eliminate the basis of  ultrasociality in our species, lead to the 
collapse of  civilization, etc.). He is also assuming the existence of  a standpoint 
outside of  these memes, from which it is possible to separate “our” interests from 
those of  the memes that we transmit.9

The tendency among evolutionary naturalists to think of  morality as some 
sort of  ruse perpetrated on us by Mother Nature is quite pervasive. Richard 
Joyce, for instance, argues that nature “has designed us to think of  our relations 
with one another in moral terms.” But he goes on to ask:

Why has Mother Nature granted us this bounty? Not for any laudable pur-
pose (so let’s not sing her praises too loudly), but simply because being nice 
helped our ancestors make more babies. It is naïve to assume that these 
natural prosocial tendencies extend to non-cognitive feelings, behavioral 
dispositions, inclinations, aversions, and preferences, but not to beliefs. But 
acknowledging beliefs under the infl uence of  natural selection raises epis-
temological concerns, for the faithful representation of  reality is of  only 
contingent instrumental value when reproductive success is the touch-
stone, forcing us to acknowledge that if  in certain domains false beliefs will 
bring more offspring then that is the route natural selection will take every 
time. Moral thinking could well be such a domain.10

This is clearly another case of  general skepticism (“you only believe that 
because your genes want you to”) being deployed in opposition to a specifi c phil-
osophical thesis, without regard for the more general epistemological problems 
it creates. Joyce doesn’t seem inclined to think that our belief  in an external 
world, or the existence of  other minds, is merely another convenient fi ction 
foisted on us by our genes. Why the difference? The problem is that morality 
is normative, and from a certain perspective, there is something about norma-
tive statuses that seems “unscientifi c,” possibly even superstitious. (It doesn’t 
help, of  course, that the traditional explanation for the “oughtness” of  these 
normative statuses involved tracing them back to divine commands. This lent 
considerable support to the presumption that the elimination of  God from our 
ontology would result in the elimination of  the entire domain of  the norma-
tive as well.) Thus instead of  trying to offer a naturalistic reconstruction of  



290 Conclusion

normativity, philosophers of  a naturalistic temperament have typically tried 
to debunk, dismiss, or reduce it.

Yet it has turned out to be diffi cult to excise normativity from the fi eld of  
scientifi c inquiry. Obviously, trying to get rid of  normativity requires that our 
sense of  moral obligation somehow be explained away.11 But it also forces us to 
explain a variety of  different phenomena, from the orderliness of  social interac-
tion to the contentfulness of  intentional states, to the meaningfulness of  lin-
guistic expressions, without recourse to any irreducibly normative concepts. 
This is something that has not been achieved in any of  these domains. Indeed, 
insofar as plausible-sounding “naturalistic” explanations have been produced, 
it is usually because some normative notion is being smuggled in through the 
back door.12 “Representation,” for instance, is an essentially normative notion, 
and yet it is often treated as though it were purely descriptive. “Causality” is also 
treated as though it were an explanatory primitive, something that requires no 
further explanation. Yet causality is a very complex, poorly understood rela-
tion, the ascription of  which seems to depend essentially on a commitment to all 
sorts of  counterfactuals. As Robert Brandom has observed, the modal relations 
underlying such counterfactuals are just as mysterious, if  not more so, than the 
standard set of  deontic modalities.13

It is because problems such as this have been cropping up in a variety of  dif-
ferent fi elds that there has been a general move, over the past decade or two, 
away from the idea that normativity is something that needs to be eliminated 
from our worldview and toward the view that it needs to be better understood. 
Scientists and philosophers have been forced to get past their initial reaction to 
the “queerness” of  normative claims. Of  course, this does not mean that there 
isn’t something genuinely odd about the normative, or about the way human 
sociality, language, rationality, and cognition depend on the normative. This is 
why the Kantian strategy of  transcendental argumentation is so important. The 
Kantian is perfectly comfortable acknowledging that, from a certain perspective, 
there are arbitrary elements in the way that we experience the world, in the way 
that we reason, and in the way that we interact with one another. Given that 
our minds are the product of  evolution, it would be very surprising if  they didn’t 
have somewhat quirky “design” features. Yet we only have genuine access to 
one perspective, namely, our own, and that is a perspective situated within the 
world that we experience, the forms of  reasoning that we deploy, and the type of  
social interactions that structure our development. Thus many of  the seemingly 
arbitrary elements are not actually arbitrary for us. It is too late to patch our own 
operating systems.

When deploying such an argumentation strategy in defense of  morality, how-
ever, it is important to exercise restraint. A transcendental argument cannot be 
used to justify specifi c normative obligations, it can only be used to justify the 
phenomenon of  deontic constraint in general—the fact that we have a norma-
tive control system, and hence a disposition to respect social norms. This is no 
small achievement, since the fact that morality takes the form of  a system of  
duties—actions that must be performed for their own sake, and not for the sake 
of  some anticipated reward—has often been regarded as one of  its most puzzling 
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features. I have also suggested that the normative control system imposes weak 
constraints on the content of  possible norms, and thus that “the moral point of  
view” is also open to transcendental justifi cation. But this does not provide us 
with the premises or procedures needed to derive the remainder of  our moral 
obligations. It represents simply a specifi cation of  the psychological structures 
that must be in place in order for the individual to acquire and conform to con-
ventional morality. The latter is an extremely complex cultural artifact, which 
has been produced and refi ned over the course of  generations. Most of  what we 
call moral argumentation draws on resources that are internal to this system of  
conventional morality.

Thus the transcendental argumentation strategy provides a response to moti-
vational scepticism only. My response to content scepticism is perhaps less sat-
isfying, since I do not think it is possible to provide a philosophical justifi cation 
of  any substantive moral principle. The only proper philosophical response is to 
show that all of  the arguments in favor of  content scepticism tacitly presuppose 
problematic epistemological theories—usually some form of  foundationalism. 
Thus there is no particular reason to think that we should have diffi culty provid-
ing a rational justifi cation for some contested moral principle, given the depth 
of  the resources provided by our shared conventional morality (and in intercul-
tural contexts, given the pragmatic structure of  interactions that call for norma-
tive regulation, along with the potential benefi ts of  cooperation). There is no 
knock-down argument to show that some particular principle must emerge the 
victor from such deliberations, but neither is there any knock-down argument 
to show that no principle will emerge the victor.

The argument advanced here constitutes, as advertised, a defense of  the 
phenomenon of  deontic constraint, but not a complete theory of  morality. This 
is why the discussion began with a critique of  the instrumental conception of  
rationality, which claims that the rational agent values actions for their conse-
quences only, and never for their own sake. My primary argumentation strategy 
was simply to show that consequentialists have failed to make their case. This 
was not so diffi cult, because the type of  subjectivism about value that rational 
choice theorists have been inclined to adopt makes it very diffi cult for them to 
turn around and prohibit agents from caring about the intrinsic properties of  
their actions. Thus most of  the work involved simply clearing up misunderstand-
ings about technical aspects of  the instrumental theory.

However, once one abandons the subjectivist pose, and begins to inquire into 
the origins of  the content of  the agent’s intentional states, then the deeper prob-
lem with the instrumental theory starts to become apparent. The instrumental 
conception of  rationality is, in many ways, merely an expression of  the idea that 
we differ from our closest primate relatives only in that we are smarter, or have 
greater computational abilities, which in turn makes us better, as individual 
organisms, at calculating where our self-interest lies. According to this view, we 
have fundamentally the same mental equipment as other animals—the same 
sort of  mental states, and the same sort of  calculative abilities. The only differ-
ence is that we have bigger brains, and so we are able to make better use of  these 
cognitive endowments.
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The analysis developed here suggests that human intelligence—or more spe-
cifi cally, human rationality—is more of  a “lateral” evolutionary development 
than a “vertical” move in the hierarchy of  being. It is not produced through a 
quantitative augmentation of  a set of  systems shared by all higher mammals; 
rather, it is an indirect tweak that allows us to make somewhat unprecedented—
and highly successful—use of  cognitive machinery that was originally adapted 
for other uses. Fundamentally, it is the development of  language as a tool of  pub-
lic communication that makes the “language upgrade” available to us, which is 
in turn the basis for the intentional planning system whose deployment theories 
of  practical rationality seek to model. Thus our capacity for rational planning 
is somewhat different from many of  our other psychological systems. Perhaps 
the most noteworthy difference is that it depends on certain kinds of  social and 
cultural resources in a way that, for example, our perceptual system does not. 
This is why some of  the constitutive features of  our social environment—such 
as the norm-governed structure of  social life—migrate inward, and become con-
stitutive features of  our psychological faculties. And this in turn explains why 
there is an indissoluble bond between rational practical deliberation and deontic 
constraint.

If  human beings were nothing more than very smart chimpanzees, and 
human rationality was nothing more than an amplifi cation of  the cognitive 
abilities chimpanzees use when fi shing termites out of  a hole, then we probably 
would be instrumental reasoners. We would also be extremely uncooperative, 
have no culture or civilization to speak of, and live in primal hordes of  no more 
than 150 individuals. But this image represents a misunderstanding of  human 
intelligence. Our intelligence is not the pinnacle of  evolutionary development, 
nor is there any obvious trend in that direction within the animal kingdom. We 
are more like a strange and somewhat improbable little offshoot.

In the same way that the search for extraterrestrial intelligence is motivated 
by a bad theory of  terrestrial intelligence, a search for extraterrestrial moral-
ity would be equally ill conceived. Human morality is obviously a consequence 
of  the specifi c type of  sociality exhibited in our species, or more specifi cally, the 
way social integration is achieved in our species. A species that stood to benefi t 
less from cooperation in large groups would have no need for it. A species with 
a higher average coeffi cient of  relatedness would have no need for integration 
through shared culture, since biological mechanisms would suffi ce. Thus moral-
ity is a peculiarly human phenomenon. Yet it is, at the same time, profoundly
human, such that we cannot imagine ourselves being human without it.
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